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Abstract

3D facial representations have been widely used for face recognition and facial expression recognition. Both local and global features can be extracted from either static or dynamic models in both spatial and temporal domains. 3D local features are referred to the features in regional facial areas while 3D global features are referred to the features from the entire facial region. In this paper, we address the issue of performance assessment of facial analysis in terms of global features versus local features, static models versus dynamic models, and spatial domain versus temporal domain. Based on the existing work of using 3D spatio-temporal HMM for facial analysis, we propose to extend it to a local-temporal HMM in order to provide an explicit comparison of global features and local features. A dynamic 3D facial expression database and a static facial expression database are used for experiments. The performance for six prototypic facial expression classification and face identification is analyzed and reported.

1. Introduction

The development of 3D imaging technologies allows the facial behavior analysis to be advanced from the traditional two-dimensional domain to the three-dimensional domain [3, 17, 19, 10]. There are some successful approaches using 3D models for face recognition [6, 13, 2, 4, 12, 16, 23, 18, 7, 5, 24, 20] and facial expression recognition [28, 25, 8, 22, 21]. However, unlike the well-studied 2D-based face analysis [11, 29, 15, 9, 1], there are few studies to evaluate the 3D face analysis systematically with respect to various feature representations (e.g., global versus local, static versus dynamic, and spatial versus temporal.) This paper intends to address this issue based on the 3D static/dynamic facial expression databases [27, 26], with the goal of improving various facial analysis performances, including facial expression classification and face identification. This paper focuses on the performance evaluation based on following observations or arguments:

(1) 3D static versus 3D dynamic: The face models can be captured by a single frame (i.e., static) or a sequential frames (i.e., dynamic). Since the 3D facial surface is changed along with the expression change, the facial behavior can be better characterized in a 3D dynamic domain.

(2) 3D global versus 3D local: The global features are selected from an entire facial surface, which is a good reflection of an individual facial identity. However, local features from local expressive regions could be more informative for local facial actions, leading to a more effective identification of facial expressions.

(3) 3D spatial versus 3D temporal: Temporal dynamics of a face refers to the change of the facial surface along with time, while spatial dynamics refers to the relationship of different facial regions due to the action of facial expressions. Temporal dynamics of a 3D face could follow a certain pattern related to a certain expression, which is crucial for 3D facial expression classification.

Given the above observation and motivated by the existing work using 3D surface primitive labeling features and spatio-temporal Hidden Markov Model (HMM) for facial expression recognition [21, 20], we propose a local temporal HMM for 3D dynamic model analysis. We will further investigate the performance of facial expression recognition and face identification by comparing the results using various 3D feature representations: global vs. local, spatial vs. temporal, and static vs. dynamic.

Section 2 gives an overview of the existing system for face model processing and analysis. Section 3 describes the 3D local region-based temporal HMM model and its combination with a spatial HMM model. Experimental results and evaluations of 3D facial features under various global/local and spatio/temporal domains will be reported in Section 4, followed by a final discussion and conclusion in Section 5.

2. Overview Of Existing 3D Dynamic Facial Analysis System

The framework of the existing 3D dynamic face analysis system has been developed in our previous work [20, 21]. It includes face model pre-processing, 3D face sequence learning and recognition. Here is a brief overview: facial surface features are represented by a primitive label map.
A geometric surface labeling approach is used to represent each vertex on a face model. Given 3D face model sequences, a generic model is used to adapt each frame of the 3D model sequence. To perform the model adaptation, a set of predefined 83 control points are defined and tracked. As a result, each range model in the sequence can be represented by a feature vector composed of all the vertex labels in the face region. Due to the high dimensionality of the feature vector and in order to better separate different expressions, we use Linear Discriminative Analysis (LDA) approach to project the labeled face models into an optimized feature space (denoted as $OPT$). Finally, the HMM model is trained for classifying six prototypic facial expressions.

3. Spatio-Temporal HMMs and Their Variations

A 3D facial sequence provides dynamics in both single frame (across a face model surface) and multiple frames (across time). The spatial configuration provides dynamic information of different regions of a face during expressions. It is interesting to see that given a certain expression, how one part of a facial surface could change along with the other parts of the facial surface, and how they encode the spatial relationship and function as a whole. The temporal change of a facial surface provides dynamic information of a facial surface varied along with time. It is also interesting to see how much variations could be across frames with respect to different subjects. Another issue to be investigated is whether the local features or the global features provide more crucial cues for face behavior classification.

To study these performances, we designed five HMM representations with different variations, namely Global Temporal HMM, Local Spatial HMM, Local Temporal HMM, Global Combined HMM, and Local Combined HMM.

3.1. Global Temporal HMM ($T_G$-HMM)

The global feature based temporal HMM takes each frame (whole facial region) of a face sequence as an observation and explores the temporal dynamics of the entire facial surface along the time axis. As described in the previous section, given a sequence of facial models, we transform each frame (one 3D face model) into an optimized feature space ($OPT$). Then we apply the training process to learn basic HMMs on the $OPT$ space in order to distinguish facial expressions (or face identities). Since this method tracks the temporal changes of an entire face, we call it Global Temporal HMMs ($T_G$-HMM) (see Figure 1). The decision made by this method is denoted as $Decision^{T_G}$ [21].

During the training stage, the statistical information and the temporal dynamics of the trained data are learned by HMMs [14]. For facial expression classification, each prototypic expression is modeled as an N-state HMM, e.g., $N = 6$. For face identification, each subject is modeled as an HMM.

3.2. Local Spatial HMM ($S_L$-HMM)

Considering the facial configuration, different regions of a face perform correlatively with certain relations during an expression action. Unlike the global temporal HMM method, we segment the facial surface into six regions from top to bottom [20] ($R1 – R6$ as shown in Figure 1) for each face model based on the tracked 83 feature points. We then transform each region of a face from the labeled surface space to an optimized compact space separately. Therefore, we derive six optimized feature vectors. If we take the six regions as six states of an HMM, every single facial frame model has a sequence of 6-states with an observation of the optimized feature vectors (shown as a vertical line of each facial model in Figure 1.) In the case of facial expression classification, for example, there will be an output as a decision for a certain expression for each single frame. Since each 3D frame model will get their likelihood for one distinct expression, we use the Bayesian decision rule to decide which one of the six prototypic expressions that the single frame belongs to.

Since we take $N$ frames as a subsequence, a majority voting strategy is applied on all $N$ frames after the classification of each frame. The subsequence is classified to an expression if the majority of the $N$ frames are classified to this expression. Because this method tracks the spatial dynamics of a 3D face model, we call it Local Spatial HMM ($S_L$-HMM), and the decision made by this method is denoted as $Decision^{S_L}$.

3.3. Local Temporal HMM ($T_L$-HMM)

Different regions of a face may perform differently with different expressions. For example, when smiling, mouth and cheek regions usually show larger movements than the other regions. Given this observation, we partition a facial surface into six regions $R1, R2, \ldots, R6$, including eyes, eye-
brows, noses, and mouth, which are the same segmentations as in the spatial HMM method. When observing the state changes of a local region across a sequence, we are able to use the facial features of the local region to train a temporal HMM. In other words, each local region of a facial surface will learn an HMM for each distinct expression separately (as illustrated in Figure 2). Given six local regions and six prototypic facial expressions, a total of 36 T-HMMs are established for an entire facial surface.

Since the features extracted from the six local regions could generate six different classification results, we take the majority voting strategy to determine the expression type of the subsequence. If more than two regions are classified as a same expression, such expression is taken as the recognized expression for this subsequence. If there is no majority expression to be recognized among the six regions \( R_1, \ldots, R_6 \), the expression with the maximum likelihood (probability) of the region will be chosen as the recognized expression of this subsequence. This procedure is formulated as the following equation:

\[
R_e = \arg \max_{R_k} \left[ \frac{P(\lambda^k_c | O^{R_k})}{\sum_{c'} P(\lambda^k_{c'} | O^{R_k})} \right], k = 1, 2, \ldots, 6 \quad (1)
\]

where \( \lambda^k_c \) is the expression type determined by the region \( R_k \). As a result, the expression of the region \( R_e \) with the maximum likelihood is selected as the recognized expression of the subsequence.

Since the regional features of a facial surface are used to learn their temporal changes, and the classified expression is determined by either the majority voting or the maximum probability of observations of local regions, we call the HMM a Local Temporal HMM (\( T_L \)-HMM). The decision resulted from this method is denoted as \( \text{Decision}^{T_L} \).

3.4. Global Combined-HMM (\( C_G \)-HMM)

To take advantage of both spatial dynamics and temporal dynamics of facial surface movements, we combine the spatial HMM and the temporal HMM to construct the pseudo-2D HMM, called Global combined HMM (\( C_G \)-HMM) as illustrated in Figure 1.

We take the results of the global \( T_L \)-HMM (\( \text{Decision}^{T_L} \)) and the local \( S_L \)-HMM (\( \text{Decision}^{S_L} \)), and make a final decision (\( \text{Decision}^{C_G} \)) by fusing the two outputs. Here is the procedure to derive \( \text{Decision}^{C_G} \) of the combined HMM:

\[
\begin{align*}
\text{IF } \text{Decision}^{T_L} &= \text{Decision}^{S_L} \\
\text{Decision}^{C_G} &= \text{Decision}^{T_L} \\
\text{ELSE} \\
\text{IF } \text{Confidence}^{S_L} \text{ is more than a threshold} \\
\text{Decision}^{C_G} &= \text{Decision}^{S_L} \\
\text{ELSE} \\
\text{Decision}^{C_G} &= \text{Decision}^{T_L}
\end{align*}
\]

END

We define \( \text{Confidence}^{S_L} \) as the ratio of the majority votes versus the number of frames of the query model subsequence. In our experiment, we take six frames as a subsequence which corresponds to 6 states of the \( T_G \)-HMM, and we take an empirical value 0.67 as the threshold. Till this end, if the majority of frames (4 or more) of a query sequence are recognized as an expression \( A \) by the \( S_L \)-HMM, the query subsequence is classified as the expression \( A \). Otherwise, the expression is classified to the \( \text{Decision}^{T_L} \). Essentially, the combined HMM uses the learned facial temporal characteristics to compensate for the learned facial spatial characteristics.

3.5. Local Combined-HMM (\( C_L \)-HMM)

Similar to the combined global spatio-temporal HMM as defined above (\( C_G \)-HMM), we construct a local combined HMM as illustrated in Figure 2. Rather than using \( T_G \)-HMM, we use the local temporal HMM (\( T_L \)-HMM) to integrate with the \( S_L \)-HMM, resulting a combined local spatial-temporal HMM, as denoted \( C_L \)-HMM. The final decision is based on the local temporal HMM and the local spatial HMM. Here is the procedure for \( \text{Decision}^{C_L} \) of the combined HMM:

\[
\begin{align*}
\text{IF } \text{Decision}^{T_L} &= \text{Decision}^{S_L} \\
\text{Decision}^{C_L} &= \text{Decision}^{T_L} \\
\text{ELSE} \\
\text{IF } \text{Confidence}^{S_L} \text{ is more than a threshold} \\
\text{Decision}^{C_L} &= \text{Decision}^{S_L} \\
\text{ELSE} \\
\text{Decision}^{C_L} &= \text{Decision}^{T_L}
\end{align*}
\]

END

Similarly, the same \( \text{Confidence}^{S_L} \) as defined in the previous subsection is used for the condition check. This local combined-HMM integrates the local temporal dynamics and the local spatial dynamics to improve the 3D facial sequence classification.
4. Experiment and Evaluation

4.1. Methods and Data

We take our 3D dynamic facial expression database (4DFE) [26] for experiments.

(1) Person-independent: We conducted person-independent experiments on 60 subjects selected from the database. To construct the training set and the testing set, we generated a set of 6-frame subsequences from each expression sequence. To do so, for each sequence of a subject, we chose the first six frames as the first subsequence. Then, we chose 6 consecutive frames starting from the second frame as the second subsequence. The process is repeated by shifting the starting index of the sequence every one frame till the end of the sequence. The rationale for this shifting is that a subject could come to the recognition system at any time, and thus the recognition process could start from any frame. As a result, 30780 (= 95 × 6 × 54) subsequences of 54 subjects were derived for training, and 3420 (= 95 × 6) subsequences of the other 6 subjects were derived for testing. Following a ten-fold cross-validation procedure, we randomly select 54 subjects for training and the other 6 subjects for testing for ten trials. The average recognition rate of the ten trials is reported as the final result.

(2) Person-dependent: We conducted person-dependent experiments on the 60 subjects as well. We split each of the six video sequences into two parts: training set and test set. All six expressions of all subjects in the training set are used to learn the six expressional HMM models. To do so, we randomly select 90% of the 6-frame subsequences from all expression sequences of all subjects to construct a training set, and the remaining 10% of the subsequences to construct a testing set. Following the ten-fold cross-validation procedure, the experiment was conducted ten times with different training sets and testing sets.

For comparison, we also conducted the experiment on a 3D static facial expression database (3DFE) [27]. The 3DFE database contains 100 subjects with six prototypic facial expressions, and each expression has four static 3D models. This data set is only used to test the spatial HMM due to the lack of the temporal information.

In the following, we report the experimental results and their performances for the five types of HMMs respectively.

4.2. Performance of Facial Expression Classification

(1) \( T_G \)-HMM

We applied the global facial surface label map of the entire facial surface as the feature vector for temporal HMM training and testing. Prior to input, we applied LDA to transform the global feature vectors to the compact optimal feature vectors. Table 1 reports the recognition rates of six prototypic facial expression classification in both person-dependent case and person-independent case. As the results demonstrated, the global temporal HMM is able to learn and trace the temporal changes of the entire facial surface features. Unlike the person-dependent case, the person-independent case guarantees that the testing data has never appeared in the training set. Therefore, the recognition rate for the person-independent case is much lower (about 10%) than the person-dependent case.

(2) \( S_L \)-HMM

Since the spatial dynamics within each frame model provides important cues for distinguishing various expressions, we split the facial surface to six local regions \((R1, ..., R6)\). The six regions construct a local spatial domain for a 6-state HMM. Similar to the global feature label map, we construct the local feature label map for each region individually. Then, a LDA transformation is applied to transform the local feature vectors to compact optimal feature vectors for the six regions separately.

Two experiments have been conducted using the 6-state spatial HMM. First, we apply the spatial HMM to every single frame for expression classification. Second, the spatial HMM is applied to every six-frame subsequence, and a majority voting is carried out for the expression classification. The results are reported in Table 2 for both person-independent and person-dependent cases.

As compared to the results from the \( T_G \)-HMM method, the performance of the \( S_L \)-HMM method is significantly degraded due to the lack of temporal dynamic information of facial expressions. Table 2 shows that the 6-frame majority voting method can significantly improve the recognition performance against the single-frame based method for both person-dependent and person-independent cases.

(3) \( T_L \)-HMM

In contrast to the global temporal HMM, the local temporal HMM is based on the local regional features. To study whether the local features could outperform the global features, we build the temporal 6-state HMM for each of the lo-

<table>
<thead>
<tr>
<th>Method</th>
<th>P-independent</th>
<th>P-dependent</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_G )-HMM</td>
<td>79.81%</td>
<td>89.29%</td>
</tr>
</tbody>
</table>

Table 1. Expression recognition results using \( T_G \)-HMM with global 3D label features in both person-dependent case (\( P \)-dependent) and person-independent case (\( P \)-independent).

<table>
<thead>
<tr>
<th>Methods</th>
<th>P-independent</th>
<th>P-dependent</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_L )-HMM (1-frame)</td>
<td>57.07%</td>
<td>72.96%</td>
</tr>
<tr>
<td>( S_L )-HMM (6-frames)</td>
<td>70.08%</td>
<td>79.77%</td>
</tr>
</tbody>
</table>

Table 2. Facial expression recognition result using the spatial HMM with local label features with either single-frame or six-frames subsequences.
the local surface regions $(T \subset \mathbb{R}^{3})$ of the facial surface is better than any single local region.

To combine the information learned from both global temporal dynamics and spatial dynamics, we implemented the $C_L$-HMM to classify the six prototypic expressions. Table 4 shows that the $C_L$-HMM has achieved the best recognition performance among those experiments both person-independently and person-dependently. The result also shows that the fusion of local temporal dynamics and local spatial dynamics can perform better than using the individual regional features or the global features alone.

### (6) 3D Surface Label Histogram

In order to compare the HMM based approaches with other approaches, we also implemented an approach using a global surface label histogram (called primitive surface feature distribution (PSFD) developed by Wang et al. [22]) to classify static facial expression models. We take every single frame of the 4DFE database as a static facial model, and applied same procedure as described in [22] to classify six expressions using the LDA classifier. The result is reported in Table 6 (the 1st row).

### (7) Performance on 3D Static Facial Expression Database

In comparison, we applied the second database (3DFE [27]) for test. Due to the lack of temporal information of the 3D static models, we only use two approaches for comparison: Global PSFD approach and single-frame based spatial HMM approach. The performance is reported in Table 5. The single-frame based spatial $S_L$-HMM outperforms the single-frame PSFD based approach. However, both the static model based single-frame approaches (Table 5) can not compete with the 3D dynamic based multiple-frame approaches (Row 3 - Row 7 of Table 6).

In summary, the experiments on 3D dynamic facial expression database (4DFE) and 3D static facial expression database (3DFE) are reported in Table 6 and Table 5. As we can see, among all the experiments for 3D facial expression classification, the combined local temporal HMM ($C_L$-HMM) achieved the best performance. The results suggest that the fusion of local temporal dynamics and local spatial dynamics can significantly improve the performance of using either single frame models or regional/global features alone.

![Table 3][1]

Table 3. Expression recognition rates using the temporal HMM with local surface label features on each local region individually. The last line shows the result of the combined local-region based approach ($T_L$-HMM).

<table>
<thead>
<tr>
<th>Regions</th>
<th>P-independent</th>
<th>P-dependent</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>74.85%</td>
<td>81.80%</td>
</tr>
<tr>
<td>R2</td>
<td>78.47%</td>
<td>82.39%</td>
</tr>
<tr>
<td>R3</td>
<td>60.12%</td>
<td>67.86%</td>
</tr>
<tr>
<td>R4</td>
<td>71.88%</td>
<td>78.67%</td>
</tr>
<tr>
<td>R5</td>
<td>69.35%</td>
<td>76.59%</td>
</tr>
<tr>
<td>R6</td>
<td>65.72%</td>
<td>78.08%</td>
</tr>
<tr>
<td>Combined (R1-R6) $T_L$-HMM</td>
<td>83.18%</td>
<td>89.94%</td>
</tr>
</tbody>
</table>

![Table 4][2]

Table 4. Expression recognition results using $C_G$-HMM and $C_L$-HMM.

<table>
<thead>
<tr>
<th>Methods</th>
<th>P-independent</th>
<th>P-dependent</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_G$-HMM</td>
<td>82.19%</td>
<td>91.02%</td>
</tr>
<tr>
<td>$C_L$-HMM</td>
<td>86.41%</td>
<td>91.52%</td>
</tr>
</tbody>
</table>

![Table 5][3]

Table 5. Summary of the experiments on 3D static database (3DFE).

Similar to the study of the combined global temporal-spatial HMM, we combine the information learned from both local temporal dynamics and spatial dynamics, and implemented the $C_L$-HMM to classify the six prototypic expressions. The results shown in Table 4, the recognition performances for both person-dependent and person-independent cases have been improved. This is mainly due to the fact that temporal changes of the global features can be compensated by the local spatial feature dynamics, and vise versa.

### (4) $C_G$-HMM

To combine the information learned from both global temporal dynamics and spatial dynamics, we implemented the $C_G$-HMM to classify the six prototypic expressions. As the results shown in Table 4, the recognition performances for both person-dependent and person-independent cases have been improved. This is mainly due to the fact that temporal changes of the global features can be compensated by the local spatial feature dynamics, and vise versa.

### (5) $C_L$-HMM

[1] [Table 3](#)

[2] [Table 4](#)

[3] [Table 5](#)
In this paper, we extend the existing work to evaluate the performance of 3D face model analysis in terms of spatial dynamics vs. temporal dynamics, global features vs. local features, and static models vs. dynamic models. The results show that distinguishing facial expressions and distinguishing face identities may require different preferences for facial feature representations (e.g., global/local and spatial/temporal). The preliminary experiments from the 3DFE and 4DFE databases show that in general, combined local temporal HMM ($C_L$-HMM) achieved the best performance for 3D facial expression classification, while the combined global temporal HMM ($C_G$-HMM) achieved the best performance for face classification. In other words, facial expressions are exhibited more likely by regional surface changes, while faces are identified more likely by an entire facial surface as a whole. Both tasks are benefited from the temporal dynamics of 3D model sequences.

The current work is only based on the HMM-based approaches and six predefined local regions with surface labels. Our future work is to verify the finding using different feature representations and a variety of other classification approaches. For example, in addition to the regional surface features, we will study the local action unit features. Another important extension of this work is to investigate a more effective approach for the facial region partition using anatomical knowledge or related psychological findings. We will further study the configuration of different expressive regions and their collaborative functions. For example, we may reorder the $R_1$ – $R_6$ in the HMM model to further study the relationship of the HMM states with respect to different facial behaviors. Finally, the integration of 3D dynamic models and 2D dynamic textures will also be one of our future work.

6. Acknowledgement

This work is based on the materials supported by the National Science Foundation under grants IIS-0541044, IIS-0414029, and the NYSTAR’s James D. Watson Investigator Program.

References


