
  

  
Abstract— Significant efforts have been made in the analysis 

and understanding of naturally occurring behavior.  Active 
Appearance Models (AAM) are an especially exciting approach 
to this task for facial behavior.   They may be used both to 
measure naturally occurring behavior and to synthesize photo-
realistic real-time avatars with which to test hypotheses made 
possible by those measurements. We have used both of these 
capabilities, analysis and synthesis, to investigate the influence of 
depression on face-to-face interaction.  With AAMs we have 
investigated large datasets of clinical interviews and successfully 
modeled and perturbed communicative behavior in a video 
conference paradigm to test causal hypotheses. These advances 
have lead to new understanding of the social functions of 
depression and dampened affect in dyadic interaction.  Key 
challenges remain. These include automated detection and 
synthesis of subtle facial actions; hybrid methods that optimally 
integrate automated and manual processing; computational 
modeling of subjective states from multimodal input; and 
dynamic models of social and affective behavior.      
 

Index Terms— AAM, facial expression, animation, depression. 

INTRODUCTION 
Significant efforts have been made in the analysis and 

understanding of naturally occurring behavior.  Active 
Appearance Models (AAM) [1] are an especially exciting 
approach to this task for facial behavior as they are robust to 
variation in pose and head motion that are typical of 
spontaneous behavior, they are able to extract shape and 
appearance features, critical for optimal detection of facial 
actions, execute rapidly enough for real-time applications, 
and are photorealistic [2]. They may be used both to measure 
naturally occurring behavior [3, 4] and to animate photo-
realistic real-time avatars with which to test hypotheses 
suggested by those measurements or observations[5]. 

MEASURMENT AND SYNTHESIS 

We have used both of these capabilities, analysis and 
synthesis, to investigate the influence of Major Depressive 
Disorder (MDD) [6] on face-to-face interaction. First, we 
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used AAMs and audio signal processing to measure severity 
of depression in patients (n = 57) undergoing treatment for 
MDD. Ground truth for depression severity was measured in 
clinical interviews using the Hamilton Rating Scale for 
Depression (HRS-D) [7] at multiple assessments over the 
course of treatment. AAM derived features as well as acoustic 
parameters both demonstrated moderate concurrent validity 
with symptom severity as measured by the HRS-D.  On basis 
of these findings, we anticipated that dampened facial and 
vocal behavior would have powerful impact on face-to-face 
interaction.   

To pursue this question, we exploited the animation 
capabilities of AAM.  In a two-person video-conference 
paradigm, we covertly perturbed head motion and facial and 
vocal expressiveness of one participant to simulate depression 
and measure its impact on each partner’s behavior (n=27 
dyads) [8]. Facial expression and head motion were 
dampened or exaggerated by AAM (See Fig. 1). For 
consistency with facial expression, vocalization was 
dampened or exaggerated by digital signal processing. Head 
motion and facial expression were dampened, exaggerated, or 
presented normally using a photorealistic, real-time avatar.  
Neither partner was aware that the other person’s face was 
replaced by an avatar’s face – the avatars were accepted as 
live video – or that the perception of their dynamics by the 
partner was experimentally modified.  

In response to a “dampened” avatar, partners increased 
their own communicative head motion, as if to elicit more 
normal expressiveness in the avatar.  This is the first time that 
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                     25%                        100%                        150% 
Fig. 1. Facial expressions of varying intensity rendered using an AAM. Left 
column shows the expressions scaled to 25% intensity, the middle column 
shows the expressions as measured in original video, and the right column 
shows expressions exaggerated to 150% of the intensity measured in the 
video. The effect of scaling the parameters is much more pronounced in more 
extreme expressions. Adapted from [5]  
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such effects have been tested experimentally in other than 
infants  [9] and with this level of experimental control. In the 
study with infants, mothers simulated depression and thus 
were aware of the manipulation, which may have influenced 
their behavior. In the current study, participants were unaware 
of the manipulation and responded only to what they thought 
was the partner. The findings from this work may help 
explain the interpersonal rejection experienced in depression.  
Failing to elicit a change in the dampened individual’s 
behavior, the partner is likely to turn away, experience 
negative affect, and withdrawal [10].  

CURRENT CHALLENGES 

In our experience to date, we have encountered five key 
challenges:  

1) Automatic detection of subtle facial actions   While 
high-intensity actions may be common in posed behavior[11], 
low intensity actions are more typical in naturally occurring 
behavior. Even when strong expressions occur, they may be 
quickly attenuated by “smile controls” or similar actions [12].  
Significant gains in automatic detection of FACS [13] action 
units [3, 14, 15] and dynamics [16-18] notwithstanding, 
automatic detection of subtle facial actions remains a 
challenge. People are highly responsive to even extremely 
subtle facial actions [19]; the same acuity is needed for AAM 
and other automated approaches. 

Rather than seek broad improvement in action unit 
detection, there may be value in using domain knowledge to 
set priorities on which ones to concentrate. As a candidate for 
focused efforts, consider contempt. Contempt expressions 
(AU 14 in FACS, resulting from contraction of the buccinator 
muscle) is a common response in depression [12], correlates 
with depression severity [20] and treatment outcome [21], 
signals violation of community standards [22], and predicts 
maladaptive outcomes [23]. A powerful emotion, contempt 
often is inhibited, occurring at low intensities that may escape 
automatic detection. Improved automatic detection of subtle 
expressions of contempt would be of considerable benefit in 
several areas of clinical and social psychology.  

2) An equally pressing challenge is synthesis of specific 
facial actions. Theobald and colleagues [5, 24] successfully 
cloned facial expression and identity between a source person 
and a photorealistic avatar of another person in real time, but 
adding or subtracting specific facial actions in a photorealistic 
avatar remains a research question.  While expressiveness 
may be dampened or exaggerated in mapping from one 
person’s video to another’s, the means to introduce or delete 
specific facial actions in a real-time photorealistic avatar are 
not yet known. As above, domain knowledge could suggest 
priorities for research. As a candidate action, consider cheek 
raising (AU 6 in FACS, resulting from contraction of the 
lateral portion of the orbicularis oculi).  Cheek raising is 
believed to profoundly alter the meaning of a smile [17, 25], 
but causal evidence for this hypothesis awaits necessary 
progress in AAM-based synthesis.  There would be broad 
interest in experiments of this sort. 

3) How best to integrate automated and manual methods? 
De la Torre and Simon and colleagues [26] developed a 
promising hybrid approach to action unit detection.  The apex 
or peak of FACS action units is manually annotated; an AAM 
then automatically identifies the onset and offset of each AU.  
This method has reduced human processing by 50% or more 
and is the first to demonstrate precision for action unit onsets 
and offsets. While fully automated systems are our goal, 
much progress may be achieved by utilizing the best aspects 
of both manual and automated methods. 

 4) How can we infer intention and emotion from facial 
actions? There is no 1:1 mapping between expressive or 
physiological signals and subjective states of intention or 
emotion (cf. [27]). Inferences from multiple sources and 
computational models for their fusion will likely prove 
necessary. 

5) With the advent of new, more powerful tools, more 
informative languages of social interaction than yet exist will 
become possible. Unsupervised learning may suggest useful 
alternatives to manually based schemes such as FACS [28]. 
More generally, the dynamics of facial behavior and social 
behavior, more generally, are with few exceptions[29] 
unchartered.  Improved understanding of dynamics would 
contribute to improved AU detection and synthesis and enable 
greater advances in applications spanning human-human, 
human-computer, and robot-human interaction.   

SUMMARY 

In summary, AAMs provide a powerful tool with which to 
measure facial behavior and to animate photorealistic real-
time avatars in a video conference paradigm.  The analysis 
capabilities of AAMs enrich observations and make possible 
new hypotheses about social behavior.  The synthesis or 
animation capabilities of AAMs enable rigorous experimental 
tests of those hypotheses.  Perturbations can be introduced in 
face-to-face interaction without either participant’s becoming 
aware that the source behavior is manipulated. We have used 
these capabilities of AAM to investigate affective and 
interpersonal effects related to depression. In doing so, we 
have made discoveries and identified key challenges for 
current and future research.   
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