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Abstract

Recognizing activities in real-world videos is a diffi-

cult problem exacerbated by background clutter, changes

in camera angle & zoom, rapid camera movements etc.

Large corpora of labeled videos can be used to train auto-

mated activity recognition systems, but this requires expen-

sive human labor and time. This paper explores how closed

captions that naturally accompany many videos can act as

weak supervision that allows automatically collecting ‘la-

beled’ data for activity recognition. We show that such an

approach can improve activity retrieval in soccer videos.

Our system requires no manual labeling of video clips and

needs minimal human supervision. We also present a novel

caption classifier that uses additional linguistic information

to determine whether a specific comment refers to an on-

going activity. We demonstrate that combining linguistic

analysis and automatically trained activity recognizers can

significantly improve the precision of video retrieval.

1. Introduction

Due to the growing popularity of multimedia content, the

need for automated video classification and retrieval sys-

tems is becoming increasingly important. Recently, signif-

icant progress has been made on activity recognition sys-

tems that detect specific human actions in real-world videos

[6, 15]. One application of recent interest is retrieving clips

of particular events in sports videos such as baseball broad-

casts [9]. Activity recognition in sports videos is particu-

larly difficult because of the ambiguous video cues, back-

ground clutter, rapid change of actions, change in camera

zoom and angle etc. Currently, the most effective tech-

niques for activity recognition rely on supervised training

data in the form of labeled video clips for particular classes

of actions. Unfortunately, manually labeling videos is an

(a) Kick: “karagounis’

free kick on to the head

of no question, he had

the job done before he

slipped”

(b) Save: “and it is a re-

ally chopped save”

(c) Throw: “if you are

defending a lead, your

throw back takes it that

far up the pitch and gets

a throw-in”

(d) Touch: “nice touch”

Figure 1. Examples of class ‘kick’, ‘save’, ‘throw’, and ‘touch’

along with their associated captions.

expensive, time-consuming task.

As an alternative, closed captions can provide useful

information about possible activities in videos for “free.”

Closed captions are increasingly available for most broad-

cast and DVD videos. To reduce human labor, one can ex-

ploit the weak supervisory information in captions such as

sportscaster commentary. A number of researchers have

proposed using closed captions or other linguistic infor-

mation to enhance video retrieval, video classification, or

sound recognition systems [8, 10, 1, 15, 5] (see Section 2).

We propose a new approach that uses captions to automat-

1

30978-1-4244-3993-5/09/$25.00 ©2009 IEEE



ically acquire “weakly” labeled clips for training a super-

vised activity recognizer. First, one selects keywords speci-

fying the events to be detected. As an example, we present

results for four activity keywords for soccer videos: kick,

save, throw and touch. Sample captioned clips are shown

in Figure 1. The system then finds these keywords (and

their morphological variants) in captions of a relevant video

corpus and extracts video clips surrounding each retrieved

caption. Although captions in sports video are useful clues

about activities in video, they are not definitive. Apart from

the events in the game, sportscasters also talk about facts

and events that do not directly refer to current activities.

For example, a sportscaster might say ‘He scored a great

goal in the last game’. Therefore, the labeled data collected

in this manner is very noisy. However, we show that there

is enough signal in captions to train a useful activity recog-

nizer. Although the accuracy of the weakly-trained recog-

nizer is quite limited, it can be used to rerank the caption-

retrieved clips to present the most likely instances of the de-

sired activity first. We present results on real soccer video

showing that this approach can use video content to improve

the precision of caption-based video retrieval without re-

quiring any additional human supervision.

To further increase precision, we also propose using a

word-subsequence kernel [16, 3] to classify captions as to

whether or not they actually refer to a current event. The

classifier learns subsequences of words indicating a de-

scription of a current event versus an extraneous comment.

Training this classifier requires some human labeling of

captions; however this process is independent of the activ-

ities to be recognized and only needs to be done once for

a given domain, such as sportscasting. Our results show

that using this caption classifier to rerank retrieved clips

to prefer those commenting on a current event also im-

proves precision. Finally, we also show that combining the

weakly-trained video classifier and the caption classifier im-

proves precision more than either approach alone. A picto-

rial overview of the complete system is shown in Figure 2.

The rest of the paper is organized as follows: Section

2 discusses related work, Section 3 presents our approach,

Section 4 describes our experimental methodology and re-

sults, and Sections 5 and 6 present future work and conclu-

sions.

2. Background and Related Work

Activity recognition in videos has attracted significant

attention in recent years. Many researchers have devel-

oped activity recognizers using only visual cues and hand-

labeled video clips [21, 6, 23, 14, 2]. There has also been

increasing interest in using textual information along with

visual information for various tasks. Nitta et al. [19] an-

notated sports video by associating text segments with im-

age segments. Their approach uses prior knowledge of the
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Figure 2. An overview of our video retrieval system

game and the key phrases generally used in its commentary.

Gupta et al. [12] used captions and visual information in

sports video as two views for semi-supervised classification

with co-training. Ozkan and Duygulu [20] associated news

videos with words to perform scene and object recognition,

but used keyframes for recognition and thus did not use mo-

tion cues. Everingham et al. [7], Laptev et al. [15], Cour

et al. [5] incorporated visual information, closed-captioned

text, and movie scripts (with scene descriptions) to automat-

ically annotate videos in movies and then use them for clas-

sification, retrieval and annotation of videos. Their methods

cannot be used for domains such as sports videos that do not

have associated scripts. Laptev et al. [15] used captions of

labeled clips to learn a text classifier to identify whether the

text corresponding to a clip is representative of the clip ac-

tivity. Then, using a set of extracted representative clips,

they trained a video classifier to classify human actions.

Recent work by Fleischman and Roy is the most closely

related prior research. Fleischman and Roy [8] used both

captions and motion descriptions for baseball video to re-

trieve relevant clips given a textual query. Additionally,

Fleischman and Roy [9] presented a method for using

speech recognition on the soundtrack to further improve re-

trieval. They used an unsupervised Author Topic Model, a

generalization of Latent Dirichlet Allocation, to learn cor-

relations between caption text and encoded event represen-

tations. Unlike our approach, their system performed ex-

tensive video preprocessing to extract high-level, domain-

specific video features, like “pitching scene” and “outfield.”

Training these high-level feature extractors required collect-

ing human-labeled video clips.

In contrast to this prior work, our approach uses words

in captions as noisy labels for training a general-purpose,

state-of-the-art, supervised activity recognizer without re-

quiring any human labeling of video clips. In addition,
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our work does not need associated scripts, which are a rich

source of description of events in a video but not available

for most of the videos. We also present a novel caption

classifier that classifies sentences in sports commentary as

referring to a current event or not. This caption classifier

is generic and independent of the activities to be detected

and only requires humans to label a corpus of representa-

tive captions.

3. Approach

We first describe our procedure for automatically collect-

ing labeled clips from captioned videos. We then explain

the encoding of videos using motion descriptors and then

using them to train a video classifier. Next, we describe our

caption classifier, and finally we explain the overall system

for retrieving and ranking relevant clips.

3.1. Automatically Acquiring Labeled Data

Videos, particularly sports broadcasts, generally have

closed captions that provide weak supervision about activ-

ities in the corresponding video. We use a simple method

for extracting labeled video clips using these captions. Cap-

tions in sports broadcasts are frequently broken into over-

lapping phrases. We first use a simple heuristic method to

reconstruct full sentences from the stream of closed cap-

tions. Next, we identify all closed-caption sentences in a

soccer game that contain exactly one member of a given

set of activity keywords (currently, save, kick, touch, and

throw). We also matched alternative verb tenses, for exam-

ple save, saves, saved, and saving. We then extract a fixed-

length clip (currently 8 seconds) around the corresponding

time in the video. In live sports broadcasts, there is a sig-

nificant lag between the video and the closed captions. We

correct the correspondence between the caption timestamp

and the video time to account for this lag. Each clip is then

labeled with the corresponding keyword. For example, if

the caption “What a nice kick!” occurs at time 00:30:00, we

extract a clip from time 00:29:56 to 00:30:04 and label it as

‘kick’. The algorithm for acquiring labeled clips could be

made more sophisticated by exploiting additional linguis-

tic and visual information, but our results demonstrate that

even this simple approach suffices to obtain useful results.

Given a large corpus of captioned video, this approach can

quickly assemble many labeled examples with no additional

human assistance.

3.2. Motion Descriptors and Video Classification

Next, we extract visual features from each labeled video

clip and represent it as a “bags of visual words.” We use

features that describe both salient spatial changes and inter-

esting movements. In order to capture non-constant move-

ments that are interesting both spatially and temporally, we

(a) kick (b) throw

Figure 3. Example frames from two query classes with detected

motion features

use the spatio-temporal motion descriptors developed by

Laptev et al. [15]. We chose the spatio-temporal interest

point approach over a dense optical flow-based approach in

order to provide a scale-invariant, compact representation

of activity in the scene.

To detect spatio-temporal events, Laptev et al. [15]

builds on Harris and Forstner’s interest point operators

[13, 11] and detects local structures where the image val-

ues have significant local variation in both space and time.

At each interest point, we extract a HoG (Histograms of

oriented Gradients) feature and a HoF (Histograms of opti-

cal Flow) feature computed on the 3D video space-time vol-

ume. The patch is partitioned into a grid with 3x3x2 spatio-

temporal blocks. Four-bin HOG and five-bin HoF descrip-

tors are then computed for all blocks and concatenated into

a 72-element and 90-element descriptors, respectively. We

then concatenate these vectors to form a 162-element de-

scriptor. A randomly sampled set of the motion descriptors

from all video clips is then clustered to form a vocabulary or

“visual codebook”. We use K-means (k=200) with 117,000

feature vectors sampled randomly from the corpus of clips.

Finally, a video clip is represented as a histogram over this

vocabulary. The final “bag of visual words” representing a

video clip consists of a vector of k values, where the i’th

value represents the number of motion descriptors in the

video that belong to the i’th cluster. Figure 3.2 shows exam-

ple frames of query class ‘kick’ and ‘throw’ with detected

motion features.

We then use the labeled clip descriptors to train an ac-

tivity recognizer. We tried several standard supervised clas-

sification methods from WEKA [24], including SVMs and

bagged decision trees. However, we obtained the highest

accuracy with DECORATE, an ensemble algorithm that has

been shown to perform well with small, noisy training sets

[17, 18]. The high degree of noise in the automatically

extracted supervision made DECORATE a particularly suc-

cessful method. We use WEKA’s J48 decision trees as the

base classifier for both DECORATE and bagging. We build a
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Sentence Label

Beautiful pull-back. 1

Not only goals , but experience in the Germans’

favor but this is the semifinal. 0

That is a fairly good tackle. 1

I think I would have saved that myself. 0
Table 1. Some examples of captions with their labels in our dataset.

Label ‘1’ means that the caption is relevant to some event in the

game.

binary classifier for each activity class, considering the au-

tomatically labeled clips for that class as positive examples

and clips that belong to other classes as negative examples.

We also tried one-against-one classifiers, but they gave in-

ferior performance.

The approach can be made scalable in terms of number

of queries by clustering the queries and then representing

every cluster as a class.

3.3. Identifying Relevant Captions

Sportscaster commentaries often include sentences that

are not related to the current activities in the video. These

sentences introduce noise in the automatically labeled video

clips. For example, if one of the captions is “They really

need to win this game to save their reputation.”, the algo-

rithm will extract a clip corresponding to this sentence and

label it as a ‘save’, which is obviously a mistake. Therefore,

we also train a caption classifier that determines whether

or not a sentence actually refers to a current event in the

video. When training the classifier, we use sample caption

sentences manually labeled as relevant (1) or irrelevant (0).

Examples of labeled captions are shown in Table 1.

We use an SVM string classifier that uses a subsequence

kernel [16], which measures how many subsequences are

shared by two strings. A subsequence is any ordered se-

quence of tokens occurring either contiguously or non-

contiguously in a string. By using word order, a subse-

quence kernel can exploit syntactic cues unavailable to a

standard “bag of words” text classifier; therefore, we found

that it obtained superior accuracy for determining caption

relevance. Bunescu and Mooney [3] proposed a general-

ization of subsequence kernels that integrates information

from multiple subsequence patterns. We use two subse-

quence patterns: word subsequences and Part-of-Speech

(POS) subsequences. The Stanford POS tagger [22] was

used to obtain POS tags for each word and we used Lib-

SVM [4] to learn a probabilistic caption classifier using this

kernel.

Note that the caption classifier is trained once and is in-

dependent of the number or type of activities to be recog-

nized. Also, humans labeled the captions in the training

data without viewing the corresponding video. This may

introduce some noisy supervision but avoids the additional

human burden of watching the video.

3.4. Retrieving and Ranking Videos

Given a new soccer game, our task is to retrieve video

clips that contain a particular activity and present them in

ranked order from most to least relevant. Given an activity

keyword, we first retrieve videos using the captions alone

as explained in Section 3.1. As previously mentioned, we

have considered four queries: kick, save, throw and touch.

For each query i, a set of clips Si are retrieved from the

game. The goal is to rank the clips in Si so that the truly

relevant clips are higher in the ordered list of retrievals. The

ranking is evaluated by comparing it to a correct human-

labeling of the clips in Si. Note that we use human-labeled

video clips only to evaluate the quality of ranked retrievals.

One way to rank clips is to just use the automatically

trained video classifier (called VIDEO). The video classifier

assigns a probability to each retrieved clip (P (label|clip)),
and the clips are ranked according to this probability. An-

other way to rank the clips is to just use the caption classifier

(called CAPTION). The caption classifier assigns a prob-

ability (P (relevant|clip-caption)) to each clip based on

whether its corresponding caption is believed to describe an

event currently occurring in the game. The classifier should

assign a higher probability to relevant clips. Since these

two approaches use different information to determine rele-

vance, we also aggregate their rankings using a linear com-

bination of their probability assignments (called VIDEO-

and-CAPTION):

P (label|clip with caption) = αP (label|clip)

+(1 − α)P (relevant|clip-caption)
(1)

The value of α is determined empirically as described in

Section 4.2.

4. Experiments

4.1. Dataset

Our primary dataset consists of 23 soccer games

recorded from live telecasts. These games include cor-

responding time-stamped captions. Each game is around

1 hour and 50 minutes with an average of 1,246 caption

sentences. We extracted clips for four activity keywords:

{kick, save, throw, touch}, as discussed in Section 3. For

evaluation purposes only, we manually labeled this data to

determine the correct clips for each class, i.e. ones that ac-

tually depict the specified activity. The system itself never

uses these gold-standard labels. Table 2 shows the total

number of clips for each keyword, as well as the number of

correct clips and the amount of noise in each class (percent-

age of clips that are not correct). Note that the automatically

labeled data extracted using captions is extremely noisy.
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Query Class # Total # Correct % Noise

kick 303 120 60.39

save 80 47 41.25

throw 58 26 55.17

touch 183 122 33.33
Table 2. The number of total and correct clips for each category,

along with the percentage of incorrect clips.

A disjoint set of four games was used to train the caption

classifier. Each sentence in the text commentary of these

games was manually labeled as relevant or irrelevant to the

current activity in the game. To reduce human time and

effort, this labeling was performed without examining the

corresponding video. All 4,368 labeled captions in this data

were used to train the caption classifier. The dataset consists

of 1,371 captions labeled as relevant.

4.2. Methodology

We performed experiments using a leave-one-game-out

methodology, analogous to k-fold cross validation. In each

fold, we left out one of the 23 games for testing and used

the remaining 22 games for collecting automatically labeled

data for training the video classifier. To select the value for

α in Equation 1, in every fold, we randomly selected two

games in the training set as a held out set and trained on

the remaining games. We then selected the value of α that

performed the best on the held-out portion of the training

data and finally retrained on the full training set and tested

on the test set.

We consider four queries for video retrieval:

{kick, save, throw, touch}. For each query, we re-

trieve and rank clips in the test game as explained in

Section 3.4. We measure the quality of a ranking using

Mean Average Precision (MAP), a common evaluation

metric from information retrieval that averages precision

across all levels of recall for a given set of ranked re-

trievals. If the set of retrieved clips for a query qi ∈ Q

is {clip1, clip2, ..., clipmi
} and Lik is the subset of the k

highest-ranked clips, then

MAP (Q) =
1

|Q|

|Q|∑

i=1

1

mi

mi∑

k=1

Precision(Lik)

where Precision(Lik) is defined as ratio of the number of

correct clips in Lik over the total number of clips in Lik.

We compare our approach to a simple baseline in which

the clips are ranked randomly (called BASELINE). We also

compare our system to an idealized version in which the

video classifier is trained using only the correct clips for

each category as determined by the human labeling (called

GOLD-VIDEO).

4.3. Results

Ranking using the Video Classifier

Table 3 shows MAP scores for ranking the clips using the

video classifier trained using different learning methods.

VIDEO performs ~5 percentage points better than the base-

line when DECORATE is used, which is the best classifier

due to its advantage for noisy training data (see Section

3.2). One interesting result is that, when using DECO-

RATE, VIDEO even performs better than GOLD-VIDEO.

For Bagging and SVM, GOLD-VIDEO performs better

than VIDEO, as expected. We suspect the reason why

VIDEO performs better when using DECORATE is because

the noise in the training examples actually helps build an

even more diverse ensemble of classifiers, and thereby pre-

vents over-fitting the gold-standard training examples in the

data. VIDEO with SVM performs the worst. We tried sev-

eral values of the regularization parameter (C) in SVM and

present the best results. Since bagging is also known to be

fairly robust to noise, we suspect that SVM is overfitting

the highly-noisy training data. In the results below, we as-

sume the video classifier is trained with DECORATE since it

performs the best. The actual accuracy of the learned clas-

sifiers is not that high, with an macro-average F-measure of

20%; however, they are still useful at improving the ranking

of clips within each class.

Classifier DECORATE Bagging SVM

BASELINE 65.68 65.68 65.68

VIDEO 70.749 69.31 66.34

GOLD-VIDEO 67.8 70.5 67.20
Table 3. MAP scores when ranking the retrieved clips using a

video classifier.

Ranking using the Caption Classifier

As explained in Section 3.4, the caption classifier can also

be used to rank results. The MAP score for ranking with the

caption classifier is shown in Table 4. CAPTION performs

~5 percentage points better than the baseline, demonstrating

the value of using linguistic knowledge to decide whether or

not a caption describes an ongoing event. The caption clas-

sifier performs reasonably well on the classification task as

well. The classification methodology was leave-one-game-

out on the four games that were used to build the final cap-

tion classifier. The classification accuracy of an SVM with

a subsequence kernel that includes word and POS subse-

quences is 79.81%, compared to a baseline of 69.02% when

all captions are labeled with the most frequent class. Using

an SVM with a bag-of-words approach gave worse results

than the baseline, signifying the importance of word order.
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Approach MAP

BASELINE 65.68

CAPTION 70.747

VIDEO 70.749

VIDEO+CAPTION 72.11

GOLD-VIDEO+CAPTION 70.53
Table 4. MAP measures for different approaches

Aggregating the rankings

The rankings of the video and caption classifiers leverage

two different sources of information, visual and linguistic,

respectively. Table 4 shows that combining the two sources

of information (VIDEO and CAPTION) increases the MAP

score another ~1.5 percentage points over the individual

classifiers and ~6.5 percentage points over the baseline. All

results in Table 4 are statistically significant as compared to

BASELINE on a one-tailed paired t-test with a 95% confi-

dence level. Table 5 shows MAP score for the four query

classes for different approaches. Sometimes there are no

correct instances of a query class in a game and the cor-

responding MAP score becomes NaN . Note that as we

ignore NaN values while averaging MAP scores in leave-

one-game-out cross-validation, the final MAP score is nu-

merically not equal to the average of the MAP scores of

query classes. We can see that VIDEO+CAPTION im-

proves the MAP score most for the query class ‘touch’ and

least for ‘kick’. This was expected as noise in the automat-

ically labeled dataset was highest for ‘kick’ and lowest for

‘touch’(see Table 2).

Table 6 show rankings from most to least relevant and

the MAP scores computed by VIDEO, CAPTION, and

VIDEO+CAPTION for the query class ‘touch’ for a test

game. There were seven clips extracted from the game for

the query class. The MAP score of VIDEO+CAPTION is

higher than VIDEO and CAPTION individually. We can

see that VIDEO and CAPTION classifiers leverage differ-

ent information and aggregating them gives better results.

For example, even though VIDEO ranks Clip2 and Clip4

higher, CAPTION gives them low rankings thus decreasing

their rankings in VIDEO+CAPTION. Similarly, Clip7 was

ranked high by CAPTION but VIDEO gives it a low rank-

ing, pushing its ranking down when aggregating both rank-

ings. Clip7, corresponding to the caption ‘lovely touch’, is

not relevant to the class ‘touch’ as commentators were dis-

cussing an event that happened several seconds back and the

video clip does not capture the event. Similarly, Clip2 is not

relevant to the query class.

5. Future Work

Exploiting the multi-modal character of captioned

videos is a vast and little-explored area, and there are many

Approach kick save throw touch

VIDEO+CAPTION 46.42 73.42 77.38 86.52

GOLD-VIDEO+CAPTION 46.7 75.57 76.27 82.56

BASELINE 46.13 69.33 72.97 75.77
Table 5. MAP score for every query class when different ap-

proaches are used

areas ripe for further investigation. Improving the super-

vised activity recognizer is a major area for future research.

A promising approach is to preprocess the video to remove

background clutter and focus on the activity of the play-

ers on the field. By focusing the activity recognizer on

player actions, we believe accuracy could be significantly

improved.

Since our best video classifier that is trained using noisy

caption-based labeling already out-performs one trained on

gold-standard data, it is not surprising that we found no im-

provement when using the video and/or caption classifier to

automatically “clean” the caption-labeled data prior to train-

ing. However, given a better activity recognizer, we believe

that using linguistic and video analysis to remove some of

the false positives from the training data would further im-

prove the results.

We have shown that our approach improves the precision

of a caption-based video retrieval system by reranking clips

that were retrieved using the captions alone. On the other

hand, improving recall would require scanning the entire

video with a trained activity recognizer in order to extract

additional clips that are not accompanied by the correspond-

ing activity keyword. Unfortunately, this is a very compu-

tationally expensive process, and properly evaluating recall

would require the laborious task of manually labeling all of

the relevant events in the entire video. Therefore, we have

left this aspect of the evaluation to future research.

Our intuition is that exploiting temporal relations be-

tween activities will improve the video classifier as well as

help collect more labeled data. For example, the probability

of a video clip being of query class ‘save’ should be higher

if we know that the clip preceding it in time is a ‘kick’.

Finally, it would be interesting to train the caption classi-

fier on captions from one sport and test it on captions from

another sport. Since the caption classifier is trying to detect

a very abstract linguistic property (depiction of a current

event) it should generalize fairly well to other domains.

6. Conclusion

In this paper, we have shown that closed captions can

be used to automatically train an video activity recognizer

without requiring any manual labeling of video clips. We

have also demonstrated that this activity recognizer can be

used to improve the precision of caption-based video re-

trieval. Finally, we have shown that training a caption clas-
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sifier to identify captions that describe current activities can

improve precision even further. This is further indication

that exploiting the multimodal nature of closed-captioned

video can improve the effectiveness of activity recognition

and video retrieval technology.
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Ranking using VIDEO Ranking using CAPTION Ranking using VIDEO+CAPTION

MAP score = 73.33 MAP score = 67.91 MAP score = 80.41

"Clip1 $Clip7: Lovely touch. "Clip1: Just trying to touch it on.

↓ ↓ ↓

$Clip2 "Clip1: Just trying to touch it on. $Clip7: Lovely touch.

↓ ↓ ↓

"Clip3

"Clip3: When he comes back on

the ball, just about got a touch on it

just about.

"Clip3: When he comes back on

the ball, just about got a touch on it

just about

↓ ↓ ↓

$Clip4 "Clip6: Just touched on by Nani. "Clip6: Just touched on by Nani.

↓ ↓ ↓

"Clip5
"Clip5: And the lovely little touch

from Ryan Giggs.

"Clip5: And the lovely little touch

from Ryan Giggs.

↓ ↓ ↓

"Clip6 $Clip2: If he had not touched it. $Clip2: If he had not touched it.

↓ ↓ ↓

$Clip7
$Clip4: I do not think it was

touched.

$Clip4: I do not think it was

touched.

Table 6. Rankings, from most relevant to least relevant, using VIDEO, CAPTION and VIDEO+CAPTION for class ’touch’ and the

respective MAP scores for the query, for a test game. A check mark means according to the ground-truth labels, the clip is relevant to the

query class and a cross mark means it is not. 37


