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Abstract

We present a novel bottom-up saliency detection al-
gorithm. Our method computes so-called local regres-
sion kernels (i.e., local features) from the given image,
which measure the likeness of a pixel to its surround-
ings. Visual saliency is then computed using the said “self-
resemblance” measure. The framework results in a saliency
map where each pixel indicates the statistical likelihood of
saliency of a feature matrix given its surrounding feature
matrices. As a similarity measure, matrix cosine similarity
(a generalization of cosine similarity) is employed. State of
the art performance is demonstrated on commonly used hu-
man eye fixation data [3] and some psychological patterns.

1. Introduction

Visual saliency detection has been of great research in-
terest [3, 6, 8, 10, 13, 26, 31] in recent years. Analysis of vi-
sual attention is considered a very important component in
the human vision system because of a wide range of appli-
cations such as object detection, predicting human eye fix-
ation, video summarization [17], image quality assessment
[15, 19] and more. In general, saliency is defined as what
drives human perceptual attention. There are two types of
computational models for saliency according to what the
model is driven by: a bottom-up saliency [3, 6, 10, 13, 31]
and a top-down saliency [8, 26]. As opposed to bottom-
up saliency algorithms that are fast and driven by low-level
features, top-down saliency algorithms are slow and task-
driven.

The problem of interest addressed in this paper is
bottom-up saliency which can be described as follows:
Given an image, we are interested in accurately detect-
ing salient objects from the image without any background
knowledge. In order to do this, we propose to use, as fea-
tures, so-called local steering kernels which capture local

data structure exceedingly well. Our approach is motivated
by a Bayesian probabilistic framework, which is based on
a nonparametric estimate of the likelihood of saliency. As
we describe below, this boils down to the local calculation
of a “self-resemblance” map, which measures the similarity
of a feature matrix at a pixel of interest to its neighboring
feature matrices.

1.1. Previous work

Itti et al. [13] introduced a saliency model which was
biologically inspired. Specifically, they proposed the use
of a set of feature maps from three complementary chan-
nels as intensity, color, and orientation. The normalized
feature maps from each channel were then linearly com-
bined to generate the overall saliency map. Even though this
model has been shown to be successful in predicting human
fixations, it is somewhat ad-hoc in that there is no objec-
tive function to be optimized and many parameters must
be tuned by hand. With the proliferation of eye-tracking
data, a number of researchers have recently attempted to
address the question of what attracts human visual atten-
tion by being more mathematically and statistically precise
[3, 6, 7, 8, 12, 31].

Gao et al. [6, 7, 8] proposed a unified framework for top-
down and bottom-up saliency as a classification problem
with the objective being the minimization of classification
error. They first applied this framework to object detection
[8] in which a set of features are selected such that a class
of interest is best discriminated from all other classes, and
saliency is defined as the weighted sum of features that are
salient for that class. In [6], they defined bottom-up saliency
using the idea that pixel locations are salient if they are dis-
tinguished from their surroundings. They used difference
of Gaussians (DoG) filters and Gabor filters, measuring the
saliency of a point as the Kullback-Leibler (KL) divergence
between the histogram of filter responses at the point and
the histogram of filter responses in the surrounding region.

Bruce and Tsotsos [3] modeled bottom-up saliency
as the maximum information sampled from an image.
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More specifically, saliency is computed as Shannon’s self-
information − log p(f), where f is a local visual feature
vector (i.e., derived from independent component analysis
(ICA) performed on a large sample of small RGB patches
in the image.) The probability density function is estimated
based on a Gaussian kernel density estimate in a neural cir-
cuit.

Oliva and Torralba [20, 26] proposed a Bayesian frame-
work for the task of visual search (i.e., whether a target is
present or not.) They modeled bottom-up saliency as 1

p(f |fG)

where fG represents a global feature that summarizes the
appearance of the scene and approximated this conditional
probability density funtion by fitting to multivariate ex-
ponential distribution. Zhang et al. [31] also proposed
saliency detection using natural statistics (SUN) based on
a similar Bayesian framework to estimate the probability
of a target at every location. They also claimed that their
saliency measure emerges from the use of Shannon’s self-
information under certain assumptions. They used ICA fea-
tures as similarly done in [3], but their method differs from
[3] in that natural image statistics were applied to determine
the density function of ICA featuers. Itti and Baldi [12] pro-
posed so-called “Bayesian Surprise” and extended it to the
video case [11]. They measured KL-divergence between a
prior distribution and posterior distribution as a measure of
saliency.

Most of the methods [6, 13, 20] based on Gabor or DoG
filter responses require many design parameters such as the
number of filters, type of filters, choice of the nonlineari-
ties, and a proper normalization scheme. These methods
tend to emphasize textured areas as being salient regard-
less of their context. In order to deal with these problems,
[3, 31] adopted non-linear features that model complex cells
or neurons in higher levels of the visual system. Kienzle et
al. [14] further proposed to learn a visual saliency model di-
rectly from human eyetracking data using a support vector
machine (SVM).

Different from traditional image statistical models, a
spectral residual (SR) approach based on the Fourier trans-
form was recently proposed by Hou and Zhang [10].
Spectral residual does not rely on parameters and detects
saliency rapidly. In this approach, the difference between
the log spectrum of an image and its smoothed version is the
spectral residual of the image. However, Guo and Zhang [9]
claimed that what plays an important role for saliency de-
tection is not SR, but the image’s phase spectrum.

1.2. Overview of the Proposed Approach

In this paper, our contributions to the saliency detection
task are two-fold. First we propose to use local regres-
sion kernels as features which capture the underlying lo-
cal structure of the data exceedingly well, even in the pres-
ence of significant distortions. Second we propose to use a

Figure 1. Graphical overview of saliency detection system

nonparametric kernel density estimation for such features,
which results in a saliency map consisting of local “self-
resemblance” measure, indicating likelihood of saliency.
The original motivation behind these contributions is the
earlier work on adaptive kernel regression for image recon-
struction [24] and nonparametric object detection [21].

As similarly done in Gao et al. [6], we measure saliency
at a pixel in terms of how much it stands out from its sur-
roundings. To formalize saliency at each pixel, we let the
binary random variable yi denote whether a pixel position
xi = [x1, x2]Ti is salient or not as follows:

yi =
{ 1, if xi is salient,

0, otherwise,
(1)

where i = 1, · · · , M , and M is the total number of pixels in
the entire image. Motivated by the approach in [31, 20], we
define saliency at pixel position xi as a posterior probability
Pr(yi = 1|F) as follows:

Si = Pr(yi = 1|F), (2)

where the feature matrix, Fi = [f1
i , · · · , fL

i ] at pixel of
interest xi (what we call a center feature,) contains a set
of feature vectors (fi) in a local neighborhood where L is
the number of features in that neighborhood. In turn, the
larger collection of features F = [F1, · · · ,FN ] is a ma-
trix containing features not only from the center, but also a
surrounding region (what we call a center+surround region,
See Fig. 2.) N is the number of feature matrices in the cen-
ter+surround region. Using Bayes’ theorem, Equation ( 2)
can be written as

Si = Pr(yi = 1|F) =
p(F|yi = 1)Pr(yi = 1)

p(F)
. (3)

46



Figure 2. Illustration of difference between Gao el al. [6]’s ap-
proach and our approach about a center-surround definition.

By assuming that 1) a-priori Pr(yi = 1), every pixel is
considered to be equally likely to be salient; and 2) p(F) are
uniform over features, the saliency we defined boils down
to the conditional probability density p(F|y i = 1).

Since we do not know the conditional probability den-
sity p(F|yi = 1), we need to estimate it. It is worth noting
that Gao et al. [6] and Zhang et al. [31] have tried to fit
a marginal density of local feature vectors p(f) to a gen-
eralized Gaussian distribution. However, in this paper, we
approximate the conditional density function p(F|y i = 1)
based on nonparametric kernel density estimation which
will be explained in detail in Section 2.2.

Before we begin a more detailed description, it is worth-
while to highlight some aspects of the proposed framework.
While the state-of-the art methods [3, 6, 12, 31] are related
to our method, their approaches fundamentally differ from
ours in the following respects: 1) While they use Gabor fil-
ter, DoG filter, or ICA feature as features, we propose to
use local steering kernels (LSK) which are highly nonlinear
and stable in the presence of uncertainty in the data [24].
In addition, normalized local steering kernels provide a cer-
tain invariance to changes as shown in Fig. 3; 2) As op-
posed to [6, 31] modeling marginal densities of band-pass
features as a generalized Gaussian distribution, we estimate
the conditional probability density p(F|y i = 1) using the
idea of nonparametric kernel density estimation; 3) While
Itti and Baldi [12] computed, as a measure of saliency, KL-
divergence between a prior and a posterior distribution, we
explicitly estimate the likelihood function using nonpara-
metric kernel density estimation. From a practical stand-
point, it is important to note that our method is appealing
because it is nonparametric. Fig. 1 shows an overview of
our proposed framework for saliency detection. To sum-
marize the operation of the overall algorithm, we first com-
pute the normalized local steering kernels from the given
image I and vectorize them as f ’s. Then, we identify F i at a
pixel of interest xi and a set of feature matrices Fj in a cen-
ter+surrounding region and compute the self-resemblance
measure (See Equations (9) and (10).) The final saliency
map is given as a density map as shown in Fig 1.

In the next section, we provide further technical details
about the steps outlined above. In Section 3, we demon-
strate the performance of the system with experimental re-
sults, and we conclude this paper in Section 4.

Figure 3. Invariance and robustness of LSK weights W (xl − xi)
in various challenging conditions. Note that WGN means White
Gaussian Noise.

2. Technical Details

2.1. Local Steering Kernel as a Feature

The key idea behind local steering kernel is to robustly
obtain the local structure of images by analyzing the radio-
metric (pixel value) differences based on estimated gradi-
ents, and use this structure information to determine the
shape and size of a canonical kernel. The local steering
kernel is modeled as

K(xl − xi)=

√
det(Cl)

h2
exp

{
(xl − xi)

T Cl(xl − xi)

−2h2

}
, (4)

where l ∈ {1, · · · , P}, P is the number of pixels in a local
window, h is a global smoothing parameter, and the ma-
trix Cl is a covariance matrix estimated from a collection
of spatial gradient vectors within the local analysis window
around a sampling position xl = [x1, x2]Tl .

In what follows, at a position xi, we will essentially be
using (a normalized version of) the function K(x l−xi). To
be more specific, the local steering kernel function K(x l −
xi) is calculated at every pixel location and normalized as
follows

W (xl − xi)=
K(xl − xi)∑P

l=1 K(xl − xi)
, i = 1, · · · , M. (5)

It is worth noting that LSK reliably captures local data
structures even in complex texture regions or in the pres-
ence of moderate levels of noise. Normalization of this ker-
nel function yields invariance to brightness change and ro-
bustness to contrast change as shown in Fig. 3.

From a human perception standpoint [26], it has been
shown that local image features are salient when they are
distinguishable from the background. Computationally,
measuring saliency requires, as we have seen, the estima-
tion of local feature distributions in an image. For this pur-
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Figure 4. Example of saliency computation in psychological pat-
tern. Note that center+surrounding regions to compute Self-
Resemblance is as large as the entire image in this case. i.e.,
N = M

pose, a generalized Gaussian distribution is often employed
as in [6, 26, 31].

However, LSK features follow a power-law distribution
(a long-tail distribution) [21]. In other words, the LSK fea-
tures are scattered out in a high dimensional feature space,
and thus there basically exists no dense cluster in the feature
space. Instead of using a generalized Gaussian distribution,
we employed a locally adaptive kernel density estimation
method which we explain in the next section.

2.2. Saliency by Self-Resemblance

As we alluded to in Section 1.2, saliency at a pixel xi is
measured using the conditional density of the feature matrix
at that position: Si = p(F|yi = 1). Hence, the task at hand
is to estimate p(F|yi = 1) over i = 1, · · · , M . In general,
the Parzen density estimator is a simple and generally accu-
rate non-parametric density estimation method [23]. How-
ever, in higher dimensions and with an expected long-tail
distribution, Parzen density estimator with an isotropic ker-
nel is not the most appropriate method [1, 2, 29]. As ex-
plained earlier, the LSK features tend to generically come
from long-tailed distributions, and as such, there are gen-
erally no tight clusters in the feature space. When we es-
timate a probability density at a particular feature point,
for instance Fi = [f1

i , · · · , fL
i ] (where L is the number of

vectorized LSKs (f ’s) employed in the feature matrix), the
isotropic kernel centered on that feature point will spread
its density mass equally along all the feature space direc-
tions, thus giving too much emphasis to irrelevant regions
of space and too little along the manifold. Earlier studies
[1, 2, 29] also pointed out this problem. This motivates
us to use a locally data-adaptive version of the kernel den-
sity estimator. We define the conditional probability density

Figure 5. Example of saliency computation in natural gray-scale
image. Note that center+surrounding regions to compute self-
resemblance is a local neighborhood in this case. i.e., N << M .
Note that red values in saliency map represent higher saliency,
while blue values mean lower saliency.

p(F|yi = 1) at xi as a center value of a normalized adap-
tive kernel (weight function) G(·) computed in the center-
surrounding region as follows:

p̂(F|yi = 1) =
Gi(Fi − Fi)∑N

j=1 Gi(Fi − Fj)
, (6)

where Gi(Fi − Fj) = exp

(
−||Fi−Fj ||2F

2σ2

)
, || · ||F is Frobenious

norm, Fi =

[
f1i

‖Fi‖F
, · · · ,

fL
i

‖Fi‖F

]
and Fj =

[
f1j

‖Fj‖F
, · · · ,

fL
j

‖Fj‖F

]
,

and σ is a parameter controlling the fall-off of weights.
Inspired by earlier works such as [4, 5, 16, 21] that have

shown the effectiveness of correlation-based similarity, the
kernel function Gi in Equation (6) can be rewritten using
the concept of matrix cosine similarity [21] as follows:

Gi(Fi − Fj) = exp

(−1 + ρ(Fi,Fj)

σ2

)
, j = 1, · · · , N, (7)

where ρ(Fi,Fj) is the “Matrix Cosine Similarity (MCS)”
between two feature matrices Fi,Fj and is defined as the
“Frobenius inner product” between two normalized matri-
ces ρ(Fi, Fj) =< Fi, Fj >F = trace

(
FT

i Fj
‖Fi‖F ‖Fj‖F

)
∈ [−1, 1].

This matrix cosine similarity can be rewritten as a weighted
sum of the standard cosine similarities [4, 5, 16] ρ(fi, fj)
between each pair of corresponding feature vectors (i.e.,
columns) in Fi,Fj as follows:

ρi=

L∑
�=1

f �
i

T
f �
j

‖Fi‖F ‖Fj‖F
=

L∑
�=1

ρ(f �
i , f �

j)
‖f �

i ‖‖f �
j ‖

‖Fi‖F ‖Fj‖F
. (8)

The weights are represented as the product of ‖f�
i ‖

‖Fi‖F
and

‖f�
j ‖

‖Fj‖F
which indicate the relative importance of each fea-
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Figure 6. As a example of saliency detection in a color image (in
this case, CIE L*a*b*), we show how saliency is computed using
matrix cosine similarity.

ture in the feature sets Fi,Fj . This measure 1 not only gen-
eralizes the cosine similarity, but also overcomes the dis-
advantages of the conventional Euclidean distance which is
sensitive to outliers.

Fig. 4 describes what kernel functions Gi look like
in various regions of a psychological pattern image 2. As
shown in Fig. 4, each kernel function Gi has a unique peak
value at xi which represents a likelihood of the pixel xi be-
ing salient given feature matrices in the center+surrounding
region. Therefore, saliency at xi (Si = p̂(F|yi = 1)) is
the center value of (the normalized version) of the weight
function Gi which already contains contributions from all
the surrounding feature matrices as follows:

Si =
1∑N

j=1 exp
(−1+ρ(Fi,Fj)

σ2

) . (9)

As a consequence, p̂(F|yi = 1) reveals how Fi is salient
given all the features Fj’s in a neighborhood. Fig. 5 il-
lustrates how these values computed from a natural image
provide a reliable saliency measure.

2.3. Handling color images

Up to now, we only dealt with saliency detection in
a grayscale image. If we have a color input image, we
need an approach to integrate saliency information from
all color channels. To avoid some drawbacks of earlier
methods [13, 18], we do not combine saliency maps from
each color channel linearly and directly. Instead we utilize

1This measure can be efficiently implemented by column-stacking the
matrices Fi, Fj and simply computing the cosine similarity between two
long column vectors.

2The image came from the website, http://www.svcl.ucsd.edu/
projects/discsalbu/

Figure 7. Comparisons between (1) Simple normalized summa-
tion and (2) The use of matrix cosine similarity without any fu-
sion in three different color spaces. Simple normalized summa-
tion method tends to be dominated by a particular chrominance
information. It is clearly shown that using matrix cosine similarity
provides consistent results than the simple normalized summation
fusion method.

the idea of matrix cosine similarity. More specifically, we
first identify feature matrices from each color channel as
Fc1

i ,Fc2
i ,Fc3

i , where c1, c2, c3 represent each color channel
as shown in Fig. 6. By collecting them as a larger matrix
Fi = [Fc1

i ,Fc2
i ,Fc3

i ], we can apply matrix cosine similar-
ity between Fi and Fj . Then, the saliency map from color
channels can be analogously defined as follows:

Si = p̂(F|yi = 1) =
1∑N

j=1 exp
(−1+ρ(Fi,Fj)

σ2

) . (10)

In order to verify that this idea allows us to achieve a
consistent result and leads us to a better performance than
using fusion methods, we have compared three different
color spaces 3 : Opponent color channels [28], CIE L*a*b*
[21, 22] channels, and I R-G B-Y channels [31]

Fig. 7 compares saliency maps using simple normal-
ized summation of saliency maps from different channels
as compared to using matrix cosine similarity. It is clearly
shown that using matrix cosine similarity provides consis-
tent results regardless of color spaces and helps to avoid
drawback of fusion methods. To summarize, the overall
pseudo-code for the algorithm is given in Algorithm 1.

3. Experimental Results

3.1. Predicting human visual fixation data

In this section, we show several experimental results on
detecting saliency in natural images. We used an image
dataset and its fixation data collected by Bruce and Tsotsos
[3] as a benchmark for comparison. This dataset contains
eye fixation records from 20 subjects for a total of 120 im-
ages of size 681 × 511. Given an image I , we downsample
it to an appropriate scale (86 × 64, 8 times fewer pixels) in
order to reduce the time-complexity. We then compute LSK

3 Opponent color space has proven to be superior to RGB, HSV, nor-
malized RGB, and more in the task of object and scene recognition [28].
Shechman and Irani [22] and Seo and Milanfar [21] showed that CIE
L*a*b* performs well in the task of object detection.
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Algorithm 1 Saliency Detection Algorithm
I : image, P : size of local steering kernel (LSK) window, h : a global smoothing
parameter for LSK, L : number of LSK used in the feature matrix, N : size
of a center+surrounding region for computing self-resemblance, σ : a parameter
controlling fall-off of weights for computing self-resemblance.
Stage1 : Compute Features
Compute the normalized LSK Wi and vectorize it to fi , where i = 1, · · · , M.

Stage2 : Compute Self -Resemblance
for i = 1, · · · , M do

if I is a grayscale image then
Identify feature matrices Fi,Fj in a local neighborhood.
Si = 1

∑N
j=1 exp

( −1+ρ(Fi,Fj)

σ2

)
else

Identify feature matrices Fi = [F
c1
i

, F
c3
i

, F
c3
i

] and Fj = [F
c1
j

, F
c3
j

, F
c3
j

]

in a local neighborhood from three color channels.
Si = 1

∑N
j=1 exp

( −1+ρ(Fi,Fj )

σ2

)
end if

end for
Output : Saliency map Si, i = 1, · · · , M

of size 3 × 3 as features and generate feature matrices F i

in a 7 × 7 local neighborhood. The smoothing parameter
h for computing LSK was set to 0.008 and the fall-off pa-
rameter σ for computing self-resemblance was set to 0.07
for all the experiments. We obtained an overall saliency
map by using CIE L*a*b* color space throughout all the
experiments. Some visual results of our model are com-
pared with state-of-the-art methods in Fig. 8. As opposed
to Bruce’s method [3] which is quite sensitive to textured
regions and SUN [31] which is somewhat better in this re-
spect, the proposed method is much less sensitive to back-
ground texture. We also computed the area under receiver
operating characteristic (ROC) curve and KL-divergence by
following the experimental protocol of [31]. In [31], Zhang
et al. pointed out that the dataset collected by Bruce [3]
is center-biased and the methods by Itti et al. [13], Bruce
et al. [3] and Gao et al. [6] are all corrupted by edge ef-
fects which resulted in relatively higher performance than
they should have (See Fig. 9.). We compare our model
against Itti et al.4 [13], Bruce and Tsotsos5 [3], Gao et al.
[6], and SUN6 [31]. For the evaluation of the algorithm, we
used the same procedure as in [31]. More specifically, the
shuffling of the saliency maps is repeated 100 times. Each
time, KL-divergence is computed between the histograms
of unshuffled saliency and shuffled saliency on human fix-
ations. When calculating the area under the ROC curve,
we also used 100 random permutations. The mean and the
standard errors are reported in Table 1. Our model outper-
forms all the other state-of-the-art methods in terms of both
KL-divergence and ROC area.

4Downloadable from http://ilab.usc.edu/toolkit/home.shtml
5Downloadable from http://web.me.com/john.tsotsos/Visual_

Attention/ST_and_Saliency.html
6Downloadable from http://www.roboticinsect.net/index.htm

Figure 8. Examples of saliency maps with comparison to the state-
of-the-art methods. Visually, our method outperforms other state-
of-the-art methods.

3.2. Psychological Pattern

We also tested our method on psychological patterns.
Psychological patterns are widely used in attention exper-
iments not only to explore the mechanism of visual search,
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Figure 9. Comparison of average saliency maps on human fixaton
data by Bruce and Tsotsos [3]. Averages were taken across the
saliency maps for a total of 120 color images. Note that Bruce et
al.’s method [3] exhibits zero values at the image borders while
SUN [31] and our method do not have edge effects

Table 1. Performance in predicting human eye fixations when
viewing color images.

Model KL (SE) ROC (SE)
Itti et al. [13] 0.1130 (0.0011) 0.6146 (0.0008)

Bruce and Tsotsos [3] 0.2029 (0.0017) 0.6727 (0.0008)
Gao et al. [6] 0.1535 (0.0016) 0.6395 (0.0007)

Zhang et al. [31] 0.2097 (0.0016) 0.6570 (0.0008)
Our method 0.3432 (0.0029) 0.6769 (0.0008)

but also to test effectiveness of saliency maps [27, 30]. As
shown in Fig. 10, whereas SUN [31] and Bruce’s method
[3] failed to capture perceptual difference in most cases,
Gao’s method [6] and Spectral Residual [10] tend to capture
perceptual organization rather better. Overall, however, the
proposed saliency algorithm outperforms other methods in
all cases including closure pattern (Fig. 10 (a)) and texture
segregation (Fig. 10 (b)) which seem to be very difficult
even for humans to distinguish.

4. Conclusion and Future work

In this paper, we have proposed a bottom-up saliency
detection algorithm by employing local steering kernels;
and by using a nonparametric kernel density estimation
based on “Matrix Cosine Similarity” (MCS). The proposed
method can automatically detect salient objects in the given
image. The proposed method is practically appealing be-
cause it is nonparametric and robust to the uncertainty in
the data. Challenging sets of real-world human fixation data
experiments demonstrated that the proposed saliency detec-
tion method achieves a high degree of accuracy and im-
proves upon state-of-the-art methods. The proposed frame-
work is general enough as to be extendable to space-time
saliency detection using 3-D LSKs [25]. Due to its robust-
ness to noise and other systemic perturbations, we also ex-
pect the present framework to be quite effective in other ap-
plications such as image quality assessment and video sum-
marization.

(a)

(b)
Figure 10. Examples of Saliency map on psychological patterns.
(a) images are from [10] (b) images are from [6].
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