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Abstract—As robotics is increasing its influence over the
technological developments, the need for autonomous robots
capable of performing various tasks has increased. These task
include the operations in which they detect the obstacles and
navigate themselves in an unknown environment .Here we
present two algorithms for wireless detection and depth
calculation of obstacles. These algorithms are implemented using
image processing techniques. The sensor assembly used for
wireless sensing of the obstacle comprises of a LASER source and
a camera.
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I. INTRODUCTION

With robots being made capable of performing various tasks
in which they need to navigate themselves, the need for
wireless and efficient detection of obstacles in their path is an
important aspect to be developed. In this paper we have
presented two different algorithms for efficient real time
detection and depth calculation of obstacles. Optical sensors
are designed by us to implement two algorithms. They
comprise of a camera and a LASER source. This assembly is
connected to a digital signal processor capable of image
processing.

The proposal discusses the two algorithms namely:

e  Vertical Shift Algorithm

e  Horizontal Shift Algorithm

The sensor assemblies have been discussed under

respective algorithms. When there is an obstacle the LASER is
obstructed and a LASER point is obtained in the image. The
algorithms are based on the sensing the shift of this LASER
point with the change in the depth of the obstacle from the
robot.

II.  VERTICAL SHIFT ALGORITHM

In this algorithm the sensor assembly used is shown in
Fig.1. The LASER source and camera are aligned vertically.
When there is an obstacle in the path of the robot the LASER
light is obstructed. The camera which takes snaps at regular
intervals, obtains a Laser spot in the image. The centroid of
this point is calculated by the digital signal processor and is
used to calculate the distance of the obstacle. With the change
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in the separation between robot and obstacle there is a shift in
the obtained LASER point in the vertical direction. As shown
below, the depth of the obstacle varies inversely with the pixel
position of the LASER spot along the Y axis.
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Figure 1. Sensor Assembly for Vertical Shift Algorithm

Referring to Fig.2 and Fig.3:
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D, 1is the actual depth of the obstacle.
k  isaconstant.

Y is the maximum pixel value along
Y-axis, Y =480.

h  is the vertical separation between
camera and Laser.

©® is the angle of view of the camera.

y is the pixel distance of the obtained

Laser Spot from the center of the image.
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Figure 2. Top view of Image plane for analysis
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Figure 3. Front view of Sensor assembly and Image Plane for

Analysis

III. HORIZONTAL SHIFT ALGORITHM

In this algorithm the sensor assembly used is shown in
Fig.4 (a). The LASER source and camera are aligned
horizontally. When there is an obstacle in the path of the
robot the LASER light is obstructed. The camera which
takes snaps at regular intervals, obtains a Laser spot in the
image. The centroid of this point is calculated by the digital
signal processor and is used to calculate the distance of the
obstacle. In this assembly both camera and Laser assembly
are capable of rotating.
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Figure 4(a). Sensor Assembly for Horizontal Shift Algorithm

It can be shown from Fig.4 (b) that the point of
intersection the axis of the camera and LASER follows the
following trajectory:
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Figure 4(b). Trajectory of the point of intersection of the axis of Laser

and Camera

Now depending upon the position of the obstacle three cases

arise:

Obstacle inside the trajectory.

Obstacle outside the trajectory.



e  Obstacle on the trajectory. D,=d [&] sin(o) (10)
sin(o¢, +)
E . . . Where,

or the first case, the Laser Spot is obtained on the left half
of the image plane. This is shown in the Fig.7(c) and it can be . . .
shown by triangulation in Fig.5 that the depth of the obstacle d is the horizontal separation between the camera and
is given as: LASER.

sin o i o¢; is the angle which the axis of the LASER makes with
Dy=d sin(oc, +oco— B) sin(occ— B) (8) the horizontal at any instant.

. 1isthe angle which the axis of the Camera makes with
the horizontal at any instant.

B is the angle which the obtained LASER spot makes
with the axis of the Camera.
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Figure 7. Position of LASER spot in the image depending
upon the depth of the obstacle.

IV. RESULTS

Figure 5. Analysis for obstacle inside the Trajectory The data from the sensor assembly was fed into a computer
and were processed using the MATLAB software. The
For the second case, the LASER spot is obtained on the following results were obtained.
right half of the image plane. This is shown in the Fig.7 (b)
and it can be shown by triangulation in Fig.6 that the depth of  Regults of vertical shift algorithm:
the obstacle is given as:
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Figure 6. Analysis for obstacle outside the Trajectory

For the third case, the Laser Spot is obtained at the
center of the image plane. This is shown in the Fig.7 (a) and
it can be shown by triangulation that the depth of the
obstacle is given as:



TABLE II DATA SHOWING THE RANGE OF VALUES OF THE

" Plot of depth calculation CALCULATED DISTANCE “D” USING HORIZONTAL SHIFT ALGORITHM
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Figure 9. Plot of calculated distance of object Vs Actual distance of object. 105 343.9776217 2397768165 13.8245709 1041567
110 345.4133398 2541333934 14.9938462  112.05G7
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TABLE L DATA SHOWING THE RANGE OF VALUES OF THE

CONSTANT ‘K’ AND SHOWING THE ERROR IN THE CALCULATED DISTANCE
BY USING ‘K=9055": . .
Now the plot of above obtained values as obtained on

A B C D E E MATLARB is as shown:
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16| 100 332.3571 92.3571 9235.71  98.04335563 -1.956644373 Figure 10. Plot of calculated distance of object Vs Actual distance of object.
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Results of Horizontal shift algorithm:

After locating the centroid of the LASER spot correctly in the o 1
image the next task was to accurately calculate the distance of
the object. For this the value of the constant ‘B’ is calculated
first. The table showing the obtained results is shown for «;=

75deg x.=75deg d = 30cm.
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Figure 11. Plot of value of Vs Actual distance of object.



V. CONCLUSION

Following comparison can be made between two algorithms:

e In this paper we have calculated the real time depth of an
obstacle from the Robot up to an accuracy of 98.93% over
the range of 20cm to 105cm using vertical shift algorithm.
However range of depth calculation can be increased or
decreased by varying the distance between camera and
LASER in the vertical shift sensor assembly that is “h” in
our case. But in case of horizontal shift algorithm there is no
constrain on range of depth calculation, without varying
any parameters of its sensor assembly.

e Sensor assembly of horizontal shift algorithm is more
complex since it requires two stepper motors rotating
simultaneously with same revolutions per minute. But it is
not the case with vertical shift algorithm since only one
stepper motor is used for calculating the same depth.

Applications of these algorithms other than depth calculation
are:
e Autonomous navigation of vehicles.
e Calculation of the speed of an approaching object.
e Detection and counting of objects.
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