Extraction of Text Classification Rules Based on Multi-Population Collaborative Optimization
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Abstract—Most text classification methods are highly complicated on computation and can not be used on the occasion of classifying a large number of texts. A novel approach based on multi-population collaborative optimization was proposed for the extraction of text classification rules. The mutual information was applied to generate the initial populations and the multi-population collaborative optimization method was adopted to evolve the current population. Experimental results show that the number of classification rules is small, the accuracies of classification rules are high and the time of computation is short using this approach. And this approach is competent for processing the large-scale text datasets.
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I. INTRODUCTION

With the rapid growth of the World Wide Web (WWW), a mass of text and multimedia information can be acquired through the internet expediently. The abundant and heterogeneous information contains great and valuable knowledge. And it is need to find valuable knowledge from the vast information. Therefore, some new techniques need to be research which can find, extract and filtrate out the valuable knowledge from the internet automatically. Text classification (TC, also known as text categorization) is a fundamental technique for information organization and management, and it has become one of the most important topics in the field of data mining [1].

Text classification is the task of assigning predefined category labels to new texts based on the rule suggested by a training text set. Text classification is often used as a basis for applications in text processing and visualization, Web mining, technology watch, patent analysis, etc. So far, a growing number of machine learning algorithms have been proposed for text classification, including naïve Bayes classifier [2], decision tree [3], kNN classifier [4], online classifier [5], Rocchio classifier [6], support vector machine [7] and boosting method [8] etc. However, these approaches are highly complicated on computation, and can not be used to classify a large number of texts. For this reason, a novel approach based on multi-population collaborative optimization is proposed for the extraction of text classification rules in this paper. This approach applies mutual information to generate the initial populations and adopts the multi-population collaborative optimization method to evolve the current population. The optimization performance of this approach has been improved largely by the competition and sharing mechanism among populations. Experimental results show that the number of classification rules is small, the accuracies of classification rules are high and the time of computation is short using the approach proposed in this paper. And this approach is competent for processing the large-scale text datasets.

The rest of this paper is organized as follows: Section II introduces the information classification based on text mining briefly. Section III describes a method for generating the initial populations based on mutual information in detail. Section IV depicts the framework of multi-population collaborative optimization. The experimental results and analyses are presented in Section V. Finally, Section VI concludes this paper.

II. INFORMATION CLASSIFICATION BASED ON TEXT MINING

Text mining is a new branch in the field of data mining. Firstly, it extracts terms from texts by text cut technique and changes text data to structured data which can describe contents of texts. Afterward, the structured tree comes into being through using the techniques of data mining such as classification, clustering, relation analysis and so on. Furthermore, the new conceptions are found and the relevant relations are obtained in this structure.

In the flow of text classification based on text mining, it is the most central step to extract text classification rules and it is the emphases of this paper. This paper uses the multi-population collaborative optimization approach to extract text classification rules. And then it applies mutual information to generate the initial populations and adopts the multi-population collaborative optimization approach to evolve the current population. And the optimization performance of this approach is improved largely by the competition and sharing mechanism among populations. According the method of ordinal overlay, it tries to mine a list of text classification rules which is able to cover with most training texts. The executive flow of the approach proposed in this paper can be described as follows:

1) Initialization of Variables: Set the list of rules empty which have been found and add all training texts into the
training text set.

2) Evolvement of Multi-population Collaborative Optimization: A text classification rule can be found in each evolvement of multi-population optimization method. The rule which is found in this time is added to the list of rules which have been found after the evolvement of multi-population optimization method and the texts covered by this rule are deleted from the training text set.

3) Condition of End: The multi-population optimization method stops evolving when the number of texts which are not covered is smaller than the default set by the user.

III. THE METHOD FOR GENERATING THE INITIAL POPULATIONS BASED ON MUTUAL INFORMATION

In the process of the evolvement of multi-population collaborative optimization, the individual whose fitness is low is eliminated gradually and the individual whose fitness is high is reserved at the same time. The point whose objective function obtains the optimal value is the perfect solution of the problem of optimization in this paper. The point whose objective function obtains the optimal value is the perfect solution of the problem of optimization in this paper.

The selection probability of a term expresses the average information amount of this term. The larger the value of \( P_{ij} \) is, the more the relevance of this term and the current classification is. Here it is a great probability for term \( t_{ij} \) to be added into the current classification rule.

3) Insertion Condition of Term: If the term \( t_{ij} \) is able to meet the following two conditions at the same time, this term can be added into the current rule.

i. The attribute \( A_i \) has not been added into the current rule.

ii. After \( t_{ij} \) is added into the current rule, the number of the training texts with which this rule covers is larger than the threshold preset by user, that is, the minimal number of texts with which each rule covers.

4) Insertion Termination Condition of Term: If the current state meets one of the following two conditions, stop inserting terms into the current rule.

i. In the current classification rule, the number of terms is larger than or equal to the number of attributes.

ii. No terms can meet the insertion condition of term.

According to the conceptions mentioned above, this paper proposed a method based on mutual information for generating the initial populations. And this method is described as follows:

Algorithm 1 An Algorithm for Generating the Initial Populations

Step1. Generate an empty rule;

Step2. Select a term marked as \( t_{ij} \) at random by the selection probability marked as \( P_{ij} \);

Step3. If \( t_{ij} \) meets the insertion condition of term, insert \( t_{ij} \) into the current rule;

Step4. If the current state does not meet the insertion termination condition of term, go to Step 2, or else go to Step 5;

Step5. Select the text class which is able to cover with the maximum training texts for the current rule;

Step6. Repeat from Step 1 to Step 5 until the number of individuals in the initial populations is equal to the threshold preset by user.
IV. MULTI-POPULATION COLLABORATIVE OPTIMIZATION (MPCO)

This section describes the implementation details of multi-population collaborative optimization. The main contents include: 1) Framework of Multi-population Collaborative Optimization. 2) Fitness Evaluation Function of Rule. 3) Competition Method among Populations. 4) Sharing Mechanism among Populations.

A. Framework of Multi-population Collaborative Optimization
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In nature, the biology in different regions has different characteristics and evolution degree, and they contest resource from nature for their own use. In addition, these biology learn from other’s strong points to offset own weakness through information exchange for collective advancement. The approach of multi-population collaborative optimization proposed in this paper is designed referring to this phenomenon in nature. The whole method is composed of some ordinary populations and an excellent population in computing environment. Each ordinary population gets computing resource through the competition from computing environment. Once an ordinary population gets hold of computing resources, it will carry out an own evolution. Then each ordinary population contributes excellent individuals obtained by own evolution to compose an excellent population from which ordinary populations can get excellent individuals to improve their own quality.

In the approach of multi-population collaborative optimization, the evolution of each ordinary population is accomplished through various genetic algorithms mainly. The difference among various genetic algorithms is embodied in the phases: evolution mechanisms, optimizing operator, control parameters, etc. In view of limitations space, this paper will not give unnecessary details of various genetic algorithms.

B. Fitness Evaluation Function of Rule

This paper designs the fitness evaluation function of the genetic algorithm mainly in the two ways of support and confidence.

1) Support: The support represents the universality of a rule in the training text set, namely, the proportion of texts which support this rule in the training text set. The larger the support is, the larger the proportion of texts which support this rule in the training text set is.

2) Confidence: The confidence denotes the credibility that the premise of the rule (the term attributes) leads to the conclusion (the class attribute) and reflects the reasoning uncertainty in the instance of the incomplete knowledge. The larger the confidence is, the easier the relevant conclusion is deduced as long as the premise (terms) is true. Because the rules express the uncertain or incomplete knowledge, the fore item and the rear item are assigned by a certain value of the confidence. In the reasoning, this value is processed in a predetermined manner and each conclusion has a confidence which denotes the credibility that this conclusion comes into existence.

The design of the fitness evaluation function should consider the part of term attributes, the part of class attributes, and their matching synthetically. This paper combines the support with the confidence to design the fitness evaluation function. During the process of evolution, each rule competes with others through own fitness evaluation function and the rule can exist whose support and confidence are all large.

**Definition 3 (Fitness Evaluation Function of Rule)** Let $N$ is the number of training texts, $N_1(r)$ is the number of texts which meet the whole rule $r$, $N_2(r)$ is the number of texts which meet the premise of the rule $r$, then the support of the rule $r$ is $SI(r)=N_1(r)/N$, the confidence of the rule $r$ is $CI(r)=N_1(r)/N_2(r)$, and the fitness evaluation function of the rule $r$ is defined as follows:

$$Fitness(r) = SI(r) + CI(r)$$  \hspace{1cm} (3)

**C. Competition Method among Populations**

In the approach of multi-population collaborative optimization, the competitive power of population lies on the value of the maximum fitness. It is a great probability for the population whose competitive power is strong to obtain computing resource. In the process of finding the maximum fitness, if the maximum fitness value of a population is little, this population still is in the initial phase of the evolution and is far from the optimal solution. And the resource should be assigned to the populations which are near to the optimal solution. In this way, the population whose maximum fitness is large will obtain computing resource first.

**Definition 4 (Competitive Power Index of populations)**

Let $N_p$ is the number of ordinary populations, $F^{i}_{\text{max}}$ is the maximum fitness value of the $i$th population. Then the competitive power index of the $i$th population is defined as follows:

$$CP_i = \frac{F^{i}_{\text{max}}}{\sum_{i=1}^{N_p} F^{i}_{\text{max}}}$$  \hspace{1cm} (4)

The competitive power index of a population denotes the competitive power of this population for the resource. The larger the competitive power index of a population is, the earlier this population obtains computing resource.

**D. Sharing Mechanism among Populations**

The excellent population composed of the some individuals whose fitness values are large in various ordinary populations is an excellent seed warehouse shared by evolutions of various populations. There are two sharing mechanism: excellent seed migration and excellent seed cross. The excellent seed migration indicates that ordinary populations introduce some excellent individuals from the excellent population to replace own bad individuals in their own evolution. And the excellent seed cross indicates that ordinary populations select some excellent individuals from
the excellent population to cross with the own individuals in their own evolution and the original individuals in the ordinary populations are replaced by the excellent individuals generated through the cross.

V. EXPERIMENTS

A. Datasets

To test the performance of the approach proposed in this paper, the two normal text datasets are used to experiment.

1) Reuters-21578 (Reuters): Reuters is one of the most usual and normal text datasets in the field of text mining that includes 21,578 texts in 135 classes [10]. In the experiments, the texts which belong to one class at least and have the Lewis split mark are selected as the experimental data. At the same time, the first class mark of the text is regarded as the normal class mark of this text.

2) 20 Newsgroups (20NG): 20NG is also a usual text dataset that includes 20,000 pieces of news in 20 newsgroups [11]. 20 NG has two versions, and the second version is used in the experiments. The most of heads in the texts and the repetitive texts in the first version are deleted to form the second version which includes 18,828 texts.

B. Evaluation Criterion

The performance of the method for extraction of text classification rules is evaluated in the following three ways in this paper mainly.

1) Number of Rules: After the extraction of classification rules from the testing dataset, the number of classification rules can be obtained. Generally users hope that the number of classification rules is as small as possible.

2) Accuracy of Rule: When the extracted classification rules are applied to classify the testing dataset, the accuracies of classification rules can be obtained. Apparently users hope that the accuracy of a classification rule is as high as possible.

3) Time of Computation: Firstly classification rules are extracted, and then the testing dataset is classified by these rules, finally the result of classification is obtained. It is no doubt that users hope that the time of this process is as short as possible.

C. Experimental results and analysis

To test the performance of the approach proposed in this paper, we make experiments on the two text datasets mentioned above with CN-2 [12], Fuzzy Decision Tree (FDT) [13] and the approach proposed in this paper (MPCO) respectively. The basic configuration of the personal computer in the experiments is as follows: CPU is Pentium IV, frequency is 2.4GHz, and memory is 512MB. Ten fold cross validation method is applied in the experiments. The results of the experiments on the two text datasets with the three different methods are shown in the TABLE I.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Evaluation Criterion</th>
<th>CN-2</th>
<th>FDT</th>
<th>MPCO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rules Number</td>
<td>174.9</td>
<td>156.6</td>
<td>139.5</td>
</tr>
<tr>
<td>Reuters</td>
<td>Rule Accuracy</td>
<td>85.6%</td>
<td>86.8%</td>
<td>91.3%</td>
</tr>
<tr>
<td>Computation Time (s)</td>
<td>1360.4</td>
<td>1196.5</td>
<td>908.7</td>
<td></td>
</tr>
<tr>
<td>20 NG</td>
<td>Rule Accuracy</td>
<td>80.5%</td>
<td>85.1%</td>
<td>89.2%</td>
</tr>
<tr>
<td>Computation Time (s)</td>
<td>1201.9</td>
<td>1103.3</td>
<td>850.4</td>
<td></td>
</tr>
</tbody>
</table>

TABLE I shows that: 1) Number of Rules: For Reuters, the number of rules which are extracted by MPCO is smaller than the number of rules which are extracted by the other two methods evidently; for 20NG, the number of rules which are extracted by MPCO is also obviously smaller than the number of rules which are extracted by CN-2 and is approaching to the number of rules which are extracted by FDT. 2) Accuracy of Rule: For Reuters, the accuracy of MPCO is higher than the accuracies of the other two methods markedly; for 20NG, the accuracy of MPCO is also remarkably higher than the accuracies of the other two methods. 3) Time of Computation: For the two datasets, the time of MPCO is shorter than the time of the other two methods clearly.

The reasons that the performance of the method proposed in this paper is high are as follow: 1) The method for generating the initial populations based on mutual information: For each term which can be added to the current classification rule, the method proposed in this paper applies selection probability to estimate average information amount of a term and selects terms to join the current rule according to the selection probabilities of these terms. The method proposed in this paper can improve the accuracies of classification rules effectively. The experimental results in TABLE I indicate that the accuracies of classification rules extracted by the method proposed in this paper are higher than the accuracies of the other two methods. 2) The extraction mechanism of classification rules based on multi-population collaborative optimization: The approach of multi-population collaborative optimization proposed in this paper is designed referring to the phenomenon in nature that the biology learn from other’s strong points to offset own weakness through information exchange for collective advancement. The whole method is composed of some ordinary populations and an excellent population in computing environment. Each ordinary population gets computing resource from computing environment through the competition. Once a population gets hold of computing resources, it will carry out an own evolution. Then each ordinary population contributes excellent individuals obtained by own evolution to compose an excellent population from which ordinary populations can get excellent individuals to improve their own quality. The optimization performance of the multi-population collaborative optimization approach is improved largely by the competition and sharing mechanism among populations. The experimental results in TABLE I indicate that the number of classification rules is small, the accuracies of classification rules are high and the time of computation is short using the approach proposed in this paper. So this approach is competent for processing the large-scale text datasets.
VI. CONCLUSION AND FUTURE WORK

In this paper, a novel approach based on multi-population collaborative optimization is proposed for the extraction of text classification rules. And this approach applies mutual information to generate the initial populations and adopts the multi-population collaborative optimization method to evolve the current population. The experimental results show that the number of rules extracted by the approach proposed in this paper is small and the accuracies of these rules are high. At the same time, the computational time of this approach is short. So this approach is competent for processing the large-scale text datasets.

The future works are as follows: 1) Set the parameters in the approach proposed in this paper: It makes this approach resolve the optimization problems rapidly and efficiently through setting each parameter in this approach. 2) Improve the competition and sharing mechanism of multi-population collaborative optimization: It makes the optimization performance of the multi-population collaborative optimization approach improved largely through improving of competition and sharing mechanism among populations. 3) Simplify the classification rules: It makes the number of terms in the current classification rule as small as possible through simplifying the classification rules.
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