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Abstract—Manufacturing material resource planning (MMRP) increasingly involves complex sets of objectives and constraints; therefore traditional approaches typically result in a large monolithic model that is difficult to solve, understand, and maintain. The paper presents a multiagent-based constraint programming system, namely MRPlanner, which is aimed to solving large, particularly combinatorial, problems in MMRP. The system uses an asynchronous team (A-Team) architecture in which multiple problem solving agents cooperate with each other by exchanging results to produce a set of non-dominated solutions that show the tradeoffs between objectives. The agent-based approach employed in the system significantly improves the performance, reliability, intelligence and automation of constraint programming.

I. INTRODUCTION

Dealing with ever-increasing product complexity, agility, and speed, today’s manufacturing material resource planning (MMRP) increasingly involves complex sets of objectives and constraints, and variations of uncertainty and randomicity. Traditional approaches to modeling MMRP (e.g., mathematical programming techniques) typically result in a large monolithic model that is difficult to solve, understand, and maintain.

Constraint programming is an emergent software technology for declarative description and effective solving of large, particularly combinatorial, problems especially in areas of planning and scheduling [1]. It has been successfully applied in numerous domains include operations research, database systems, electrical engineering and circuit design. Recent researches reveal that many artificial intelligence (AI) techniques have been integrated to enhance its capability to represent and automatically enforce diverse and complex constraints inherent in large, real-world applications [2].

We propose here an agent-based constraint programming system for solving various MMRP constraint satisfaction problems (CSP). The multi-agent system, namely MRPlanner, employs and extends asynchronous team (A-Team) [3], [4], an architecture in which multiple problem solving agents cooperate with each other through a population of solutions. Figure 1 gives an overview of the system, which contains the following six types of agents:

- **Scheduler**: the users that act agents by proposing initial problems (empty solutions) or by modifying existing solutions.
- **Specializers**: the agents that build CSP specifications for empty solutions.
- **Constructors**: the agents that select algorithms to generate initial solutions according to separated CSP specifications.
- **Improvers**: the agents that take existing solutions from the population and modify them to produce better solutions.
- **Relaxers**: the agents that take infeasible or over-complicated solutions from the population and relax some constraints for the problem.
- **Destroyers**: the agents that remove infeasible, inefficient, or redundant solutions from the population.

The remaining of the paper is structured as follows: Section 2 gives a brief introduction of CSP and A-Team architecture, sufficient to understand the paper; Section 3 provides a detailed description of the problem solving process in MRPlanner, which is illustrated with a case study of a simple material transportation problem in Section 4; Section 5 concludes with some discussion.
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II. Preliminaries

An instance of the CSP is described by a set of variables, a set of possible values for each variable, and a set of constraints between the variables. It is formally defined as follows [5]:

Definition 1 (constraint satisfaction problem) A CSP is a triple \((X, D, C)\), where

- \(X\) is a finite set of variables \(\{x_1, x_2, \ldots, x_n\}\);
- \(D\) is a function which maps each variable in \(X\) to its domain of possible values, of any type, and \(D(x_i)\) is used to denote the set of objects mapped from \(x_i\) by \(D\);
- \(C\) is a finite, possibly empty, set of constraints on an arbitrary subset of \(P(X)\), or the powerset of \(X\).

In [6] we also formally define aggregation, normal combination, and orthogonal combination of CSP, on top of which problems can be specified, proved correct, and composed together in such a way to preserve their intra-properties as well as inter-relations.

A-Team is an agent based architecture in which multiple problem solving methods (agents) cooperate to produce a set of non-dominated solutions, i.e., no feasible solution is better than a solution in the set in all the objectives. An agent in an A-Team typically consists of the following four components that enable him to participate into the teams and assist in the population evolution:

- A requester that requests notification of system events and determines if the agent has become relevant to the current situation.
- A selector that picks zero or more solutions as input to the optimization operator.
- An operator that runs and produces zero or more result solutions and passes them to the distributor.
- A distributor that filters the results and adds them to the output population.

The A-Team architecture has the capability to combine multiple solution approaches for scheduling and constraint programming. The selection of agents to run and some of the algorithms used by the agents are probabilistic. The key to getting good results is to select a divers set of algorithms and to run the A-Team until the marginal rate of improvement falls below a threshold or the available time has been exhausted. Although the results can not be guaranteed theoretically, empirical results suggest that this approach produces[7].

III. Solution Approach

In MRPlanner, there are five states for an MMRP solution during the problem solving process, as illustrated in Fig. 2.

A. CSP Specification Construction

The system provides a drag-and-drop user interface for the schedulers to define MMRP problems, which are composed of objectives, variables and their domains, and constraints. When a scheduler proposes an initial problem, an empty solution is created and sent to the solution space (population).

Taking an empty solution from the population, the specializer extracts the part of the initial problem whose objectives and constraints fall into his domain-specific category. The specializer then uses the domain-specific library to build a CSP specification for the problem part, writes the sub-specification into the solution, and sends it back to the population. Here we call a problem part together with its sub-specification as a “pending sub-solution”. The specializers of other domain-specific categories continually build sub-specifications for the solution until all parts of the initial problem is built into pending sub-solutions, that is, the whole empty solution becomes a pending solution.

Currently MRPlanner implements 27 types of specializers, whose domain-specific categories can be further divided into four sections: the materials section, the resource section, the life cycle section, and the environment section, which are orthogonal to each other. As partly illustrated in Table 1, each section contains a group of MMRP templates, and each template is formally described using the structure in Definition 1. Nearly every integrated MMRP problem can be viewed as an intersection of these sections.

B. Problem Solving

A constructor takes a pending solution from the population, traverses all the pending sub-solutions and picks out those whose CSP specifications are subject to his problem-solving tactics. The constructor then tries one of his concrete algorithms to solve the sub-CSP; if successful, the pending sub-solution becomes a concrete sub-solution. Constructors with other tactics continually try their algorithms to solve pending sub-problems remaining in the solution. If all pending sub-solutions become concrete, the whole pending solution itself becomes a concrete one. After being passed by the constructors with all of the solving statics, if the solution still has any pending sub-solution, it becomes an infeasible solution.

Currently MRPlanner implements 11 types of constructors, each contains a group of concrete algorithms. As shown Fig. 3, the algorithm library is organized with a taxonomic tree [8], which contains three top-level tactics including mathematical programming (sub-tactics include integer programming, linear programming, and dynamic programming), global search (sub-tactics include the backtrack, breadth-first search, width-first search, and bound-and-branch), and local search (sub-tactics
include the greedy algorithm, hill-climbing algorithm, simulated annealing algorithm, and genetic algorithm). In particular, global search and local search do not always guarantee the optimal solutions since their main concern is to quickly find an acceptable, sub-optimal solution for combinatorial problems in a reasonable time.

When filtering a pending sub-solution, the constructor decides whether its solving tactics fits for the problem by estimating the constraint complexity and strength and objective complexity of the CSP, as illustrated by the flowchart in Fig. 4.

The pre-defined solution library saves optimal solutions for typical CSP. When encountering a problem that is same or isomorphic to a library problem, instead of re-solving it from scratch, the constructor simply uses the library solution or builds an isomorphic solution [9]. After successfully solving a new CSP, the constructor or the improver can also add the concrete solution to the pre-defined library.

C. Solution Improving, Relaxing, and Destroying

There two types of improvers in MRPlanner: one takes single concrete sub-solution as input and try to improve it in one or more objectives; the other reallocates the resource between sub-solutions and try to improve one or more objectives for the whole concrete solution. The global constraints optimization is achieved mainly by constraint propagation [10], feasibility reasoning and optimality reasoning [11].

Each solution has two marks: RelaxLevel (ranging from 0 to 2) that represents the level of allowable constraints relaxation for the problem, and RelaxCount that saves the times the solution has been relaxed. Policies for solution relaxation include [4]:

- For an infeasible solution whose RelaxLevel is 1 or 2, the relaxer heuristically violates some problem con-
strains based on constraint sensitivity analysis, increases its RelaxCount, and sends it back to the population. The solution and all its relaxed sub-solutions become pending.

- For a concrete solution whose RelaxLevel is 2, the relaxer tries to violate problem constraints and tests the result: if some slight violations yield significant improvement on one or more objectives, increases its RelaxCount, and sends it back to the population; otherwise remains the solution unchanged.

- For a concrete solution whose RelaxLevel is 1 and whose RelaxCount is not zero, the improver tries to remove the constraint violations through iterative repair [12].

- For an infeasible solution whose RelaxLevel is zero, or whose RelaxCount exceeds a per-defined limit, the destroyer removes it from the population, that is, the solution becomes discarded.

In addition, the destroyers can detect redundant solutions where there are same solutions or better solutions for the same problem.

IV. A SIMPLE MATERIAL TRANSPORTATION PROBLEM

Now we use a simple transportation problem to illustrate the behavior of A-Team agents in our architecture. The problem deals with transporting raw material from the sources (namely A1 and A2) to the destinations (namely E1, E2, and E3) through the network shown in Fig. 5. The edges are labeled with distances, and the source and destination vertices are labeled with quantities of supply and demand respectively.

At the first stage, the scheduler proposes the unactuated solution whose RelaxLevel is 2, and then the specilizers transform it into a pending solution which contains seven sub-problems, including the chief sub-problem defined in Table 2 and six sub-problems summarized as follows:

- \( P_{1}: \text{MIN}\cdot f = \text{PATH}(A_1, E_1) \)
- \( P_{2}: \text{MIN}\cdot f = \text{PATH}(A_1, E_2) \)
- \( P_{3}: \text{MIN}\cdot f = \text{PATH}(A_1, E_3) \)
- \( P_{4}: \text{MIN}\cdot f = \text{PATH}(A_2, E_1) \)
- \( P_{5}: \text{MIN}\cdot f = \text{PATH}(A_2, E_2) \)
- \( P_{6}: \text{MIN}\cdot f = \text{PATH}(A_2, E_3) \)

At the second stage, some constructors with the dynamic programming algorithm and Dijkstra algorithm independently work out the concrete sub-solutions for \( P_1 \sim P_6 \) as follows:

- \( P_{1}: \text{MIN}\cdot \text{PATH}(A_1, E_1) = 12 \) (A1–B1–C1–D1–E1)
- \( P_{2}: \text{MIN}\cdot \text{PATH}(A_1, E_2) = 11 \) (A1–B1–C2–D2–E2)
- \( P_{3}: \text{MIN}\cdot \text{PATH}(A_1, E_3) = 28 \) (A1–B1–C2–D2–E3)
- \( P_{4}: \text{MIN}\cdot \text{PATH}(A_2, E_1) = 13 \) (A2–B1–C1–D1–E1)
- \( P_{5}: \text{MIN}\cdot \text{PATH}(A_2, E_2) = 11 \) (A2–B3–C3–D2–E2)
- \( P_{6}: \text{MIN}\cdot \text{PATH}(A_2, E_3) = 28 \) (A2–B3–C3–D2–E3)

Now all the orthogonal sub-problems of \( P_0 \) are solved, and then a constructor with the simplex algorithm works out the concrete sub-solution for \( P_0 \) (as shown in Table 3), and the whole solution becomes a concrete one.

At the third stage, since the RelaxLevel of the solution is 2, a relaxer performs simplex sensitivity analysis on \( P_0 \), relaxes its constraint according to RELAXATION defined in Table 2, and works out a solution that yields a saving of 340, as shown in Table 4.

V. CONCLUSION

Constraint programming is capable of handling large and combinatorial CSP, and therefore has been successfully applied in areas of planning and scheduling. In combination with agent techniques, its capability to represent complex constraints and its intelligence in problem solving can be improved tremendously.

The paper reports MRPlanner, an agent-based constraint programming system for solving large, particularly combinatorial, problems in MMRP. It uses an A-Team architecture in which multiple problem solving agents cooperate with each other by exchanging results to produce a set of non-dominated solutions. MRPlanner features separation of concerns in specifications, domain-specific optimization, and
TABLE II
SUB-PROBLEM \( P_0 \)

<table>
<thead>
<tr>
<th>PROBLEM</th>
<th>( P_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORTHOGONALIZING</td>
<td>( P_1: c_{11} # P_1.OBJ(0) )</td>
</tr>
<tr>
<td></td>
<td>( P_2: c_{12} # P_2.OBJ(0) )</td>
</tr>
<tr>
<td></td>
<td>( P_3: c_{13} # P_3.OBJ(0) )</td>
</tr>
<tr>
<td></td>
<td>( P_4: c_{22} # P_4.OBJ(0) )</td>
</tr>
<tr>
<td></td>
<td>( P_5: c_{23} # P_5.OBJ(0) )</td>
</tr>
</tbody>
</table>

OBJECTIVES
MIN: \( f = \sum_{i=1}^{2} \sum_{j=1}^{3} c_{ij} x_{ij} \)

CONSTRAINTS
\( C_1: x_{11} + x_{12} + x_{13} = 300 \)
\( C_2: x_{21} + x_{22} + x_{23} = 200 \)
\( C_3: x_{11} + x_{21} = 150 \)
\( C_4: x_{12} + x_{22} = 150 \)
\( C_5: x_{13} + x_{23} = 200 \)
\( C_6: \forall (0 < i \leq 2, 0 < j \leq 3) x_{ij} \geq 0 \)

RELAXATIONS
\( C_3: \pm 20, C_4: \pm 20, C_5: \pm 20 \)

TABLE III
THE CONCRETE SOLUTION FOR \( P_0 \)

<table>
<thead>
<tr>
<th></th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
<th>Supply</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>150</td>
<td>0</td>
<td>150</td>
<td>300</td>
</tr>
<tr>
<td>A2</td>
<td>0</td>
<td>150</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>Demand</td>
<td>150</td>
<td>150</td>
<td>200</td>
<td>500</td>
</tr>
<tr>
<td>Result</td>
<td>9050</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV
THE REVISED CONCRETE SOLUTION FOR \( P_0 \)

<table>
<thead>
<tr>
<th></th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
<th>Supply</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>150</td>
<td>150</td>
<td>0</td>
<td>300</td>
</tr>
<tr>
<td>A2</td>
<td>0</td>
<td>20</td>
<td>180</td>
<td>200</td>
</tr>
<tr>
<td>Demand</td>
<td>150</td>
<td>170</td>
<td>180</td>
<td>500</td>
</tr>
<tr>
<td>Result</td>
<td>8710</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

automatic generation of high-performance and reliable solutions. The system has been successfully applied in real-world problem solving and has demonstrated its contribution to the significant improvement of the MMRP efficiency and effectiveness. Ongoing efforts including adding a workshop domain-specific section to enable materials scheduling within the process of manufacturing, and investigating more adaptive behaviors of the system agents.
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