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Abstract—Pruning redundant synthesis instances or tailoring 
TTS voice font is an important issue of Corpus-based TTS. But 
pruning redundant synthesis instances, usually results in loss of 
non-uniform. In order to solve this problem, this paper proposes 
the concept of virtual non-uniform. According to this concept and 
the synthesis frequency of each instance, the algorithm named 
StaRp-VPA is constructed as to make up the loss of non-uniform. 
In experiments, the naturalness scored by MOS remains almost 
unchanged when less than 50% instances are pruned off, and the 
MOS does not severely degrade when reduction rate is above 
50%.  
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I.  INTRODUCTION 
 Corpus-Based approach, or Selection-based approach, is a 

successful technology and has been applied in most state-of-art 
Text-to-Speech systems [1]~[4]. This approach can generate 
highly natural speech due to its utilizing not only digital signal 
process techniques but also data-driven techniques from 
knowledge discovery and data mining. 

Generally, the basic unit chosen for synthesis is syllable in 
Mandarin or Cantonese. When being synthesized, proper 
syllables are selected from a very large speech database by 
Viterbi [5] algorithm. In database, all recorded speeches are 
index by trees, named non-uniform units. A non-uniform unit 
includes one syllable or several succeeding syllables. Acoustic 
instances (variants or voice fonts) belongs to same non-uniform 
are indexed to a tree according to their prosody, phonetic and 
part of acoustic contexts. The tree, which is named non-
uniform tree, is constructed by clustering (generally using 
CART [6] approach for clustering) instances based on 
questions concerning prosody, phonetic and part of acoustic 
context. Figure 1 gives a example of non-uniform trees. 

With Corpus-based TTS systems, speech synthesis becomes 
a problem of collecting, annotating, indexing and retrieving 
from a very large speech database [1]~[4]. In order to 
synthesize nature-sound speech, several or even tens of hours 
speech waveforms are required from diverse text input. Thus, 
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storing, loading and searching such a huge corpus become 
inevitable issues in many applications. Because of these 
reasons, Corpus-based TTS usually requires high performance 
hard wares to synthesis natural-sound speech. If there is the 
approach of keeping the naturalness Corpus-based TTS but 
properly shrinking the speech database, the Corpus-based TTS 
will be more flexible and scalable to all kinds of hard wares. 
This problem is called pruning redundant synthesis instances, 
or tailoring TTS voice font. 

 
Figure 1: non-uniform tree 

There is redundancy in speech database in deed. For 
example, some instances are almost never used for synthesis. 
While some instances can be replaced each other. Several 
approaches for reducing redundant synthesis instances have 
been proposed. The approach described in [7] clusters similar 
units (diphones) with a decision tree that asks questions 
concerning prosodic and phonetic context. Units that are 
furthest from the cluster center are pruned. It claimed that 
pruning up to 50% of units produced no serious degradation in 
speech quality. The method proposed in [8] is based on a 
unified HMM framework. Only instances (single or multiple) 
with the highest HMM scores are kept to represent a cluster of 
similar ones. Kim et al. presented a weighted vector 
quantization (WVQ) method that prunes the least important 
instances [9], [10]. 50% reduction rate is reached without 
significant distortions. In paper [11], Rutten et al. proposed a 
database reduction technique based on the statistical behavior 
of unit selection. They claimed that pruning the database down 
to 50% of its original size without a significant drop in the 



         

output speech quality. Zhao et al. [12] proposed prosodic 
outlier criterion, the importance criterion and the combination 
of the two, and pruning voice fonts with those criterions. 
According to their paper, the naturalness remained almost 
unchanged when 50% of instances were pruned off with the 
combined criterions. We have done researches on clustering 
synthesis-instances-pruning approach of embedding system 
[13]. 

Non-uniform is very important concepts in corpus-based 
TTS. Non-uniforms of different granular increase the matching 
between the texts being synthesized and the corpus of speech 
database. In sense of speech naturalness, quality of non-
uniforms determines the TTS systems performance. So almost 
all state-of-arts Corpus-based TTS systems utilize non-uniform 
technique. But tailoring TTS voice font, or pruning redundant 
synthesis instances, usually results in loss of non-uniforms. All 
pruning methods above haven’t mentioned this opened 
problem.   

In order to solve this problem, this paper proposes the 
concept of virtual non-uniform. According to this concept and 
the synthesis frequency of each instance, the algorithm named 
StaRp-VPA is constructed on KBCE1 TTS systems as to make 
up the loss of non-uniform. In experiments, the naturalness 
scored by MOS remains almost unchanged when less than 50% 
instances are pruned off, and the MOS does not severely 
degrade when reduction rate is above 50%.  

   This paper is organized as follows: the key problems of 
synthesis instances pruning, the concepts of virtual non-
uniform and are investigated in Section II. The framework of 
StaRp-VPA algorithm base on virtual non-uniform is described 
in Section III. Experiments and object/subject evaluations are 
discussed in Section IV. Final discussion is presented in 
Section V. 

II. PROBLEM INVESTIGATION AND VIRTUAL NON-UNIFORM 
The redundancy of speech database can only exist in units 

(instances index-trees) or acoustic instances. Generally 
speaking, in mandarin or Cantonese, units are those words or 
succeeding syllables that frequently appears in literature [3]. 
Pruning a unit means Loss of some prosody and phonetic 
environment. Thus there is little chance of redundant units. In 
fact, Redundancy usually comes from redundant acoustic 
instances. Some redundant instances hardly selected by TTS 
system, so these instances should be pruned. Some redundant 
instances have little difference between each other, so it ought 
to reserve one and pruned others. Therefore, the purpose of this 
paper is to research how to removing redundant instances from 
speech database automatically and flexibly.  
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commercial TTS system named interphonic. KBCE is  a Corpus-
Based Continuous Chinese-English Text-to-Speech Engine, and has 
been awarded best performance in the routine china national “863” 
evaluation. Because KBCE used an ingenious non-uniform technique 
to synthesize high natural speech, it is of great importance that 
pruning approach shrinks the speech database of KBCE without 
severely degrading the naturalness.  

Concerning with pruning redundant instances there are two 
problems: (1) how many instances of a unit are redundant; (2) 
in a unit, which instances are the redundant. In another word, it 
is to say that how to determine the importance of instances 
which belongs to the same unit.   

For problem one, because most state-of-art TTS adopt the 
framework of [3] or something likely, it can be considered that 
more instances in a unit means more redundancy. Thus, we 
propose an approach named vibration-rate pruning: Keep total 
reserving rate as configuration, tune the instances reserving rate 
of each unit according to their instances amount (More 
instances means smaller reserving rate), and at last properly 
offset those reserving rates which are too small.  

There are two quantities can measure the importance of a 
instances: Firstly, the frequency of a instance selected by the 
TTS (Frequently selected instance must be reserved); Secondly, 
the capability of a instance replacing other instances (the 
instances that can replace more others instances means more 
important, and the replacing should include different granular 
non-uniforms). The importance measure is a function of these 
two quantities (a proper function is their product), named 
Instance-Importance-Score function. So for problem two, we 
arrange the instances of same unit according to their IIS, the 
instances have least IIS value are redundant instances. 

Based on the discussion above, there are four key points 
need for more consideration.   

1. Reserve rate compute of vibration-rate pruning. Suppose 
we want pruning the speech database to β(0<β≤1) of origin. 
From the analysis of problem one, different unit i need 
different reserve rate gi (pruning rate ti=1-gi), and the total 
reserve rate is equal to β. The gi is computed as following:     

Suppose the instances belong to unit i is pi of the total 
instances,  
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Let pigi=β/I, so   

                                     gi=β/I/pi                                      (2. 1) 

Equation2.1 shows gi is in inverse proportion to pi. This 
means more instances smaller reserve rate, which consistent 
with the discussion of problem one. To those units whose β 
satisfy β/I/pi >1, their gi=1, The remnant is (2.2):  
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Expectation Probability Efri describes the probability of 

unit i appears in a text. The value of Efri can be well estimated 
by the statistical compute from large corpus (In this paper, we 
used all kinds of texts 300 MB to estimate each Efri). Current 
Frequency Ratio Sfri describes, during current iteration, the 
ratio of unit i ’s frequency to the frequency of all units. The 
value of Sfri can be accurately computed by counting instances 
number of current speech database (Sfri is updated by each 
iteration of reserve rate compute). 



         

xi= Efri/Sfri 

describes the gap between Sfri and Efri, xi is used for 
reserve rate offsetting (2. 3) to all gi<1:  
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If Gi≤1, gi=Gi; Gi>1, gi=1. Processes of offsetting iterates 

and terminate when reserve rates are less than or equal to 1. 
Reserve rate offsetting is to prevent over-pruning those 
instances that belongs to a unit including many instances. So 
offsetting keeps the prosody and phonetic integrality of original 
speech database. 

2.Virtual non-uniform and Instance Importance Score. 
There are two parameters of IIS: usage and replacing score. 
The usage of instance L is defined as the loss of dynamic 
coverage after deleting the unit’s leaf that instance L belongs 
to. Suppose the coverage (see paper [3] for computation detail) 
before deleting is A0L, and AL after deleting, thus usage of 
instance L is: 

αL =(A0L-AL)/A0L 

Usage of instance is to weigh the importance from corpus. 
If the prosody and phonetic environment is same, the usages of 
different instances are the same. Otherwise, usages are usually 
different. 

Pruning redundant synthesis instances, usually results in 
loss of non-uniform. In order to solve this problem, we 
introduce the concept of virtual non-uniform in the following 
content. 

Let’s remove a given instance from TTS system, then let 
TTS system selects a replacement of this instances using a 
measure or an algorithm, such as Viterbi, acoustic distance, 
trainable approach and so on (the instance itself is named 
replacement R0). This replacement is named the 1st 
replacement R1 of R0. R1 is not a real non-uniform; it’s the best 
replacement of non-uniform R0. In order to select the best one,   

Selection only happens in instances with fidelity to original 
prosodic and phonetic environment of R0. We name this 
process Speech Completion. 

In similar way, remove R0 and R1, let TTS selects the 2nd 
replacement R2 of R0. Generally, remove the R0, …, RN-1, let 
TTS selects the Nth replacement RN. Replacement Ri (0 < i < 
N) is named the Virtual Non-Uniform of instance R0. 

The measure or algorithm (in this paper, we use Viterbi) 
which TTS uses to select the replacement gives each RK a cost 
QK, the cost just describes the difference between virtual non-
uniform and real non-uniform，and satisfies monotonicity: 
Q0=0, QK-1≤QK. 

The score of each replacement:   
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σ named width, is used to control the response range of QK. 
for original non-uniformR0, M0=1, because QK is monotonic, 
Mk satisfies monotonocity: MK≤MK-1<1=M0。 

Pruning synthesis instances is ultimately pruning redundant 
syllable instances, thus we should add the score of each 
replacement to the syllable instances, which compose those 
replacement. For example, a replacement V1V2V3 (suppose the 
score of V1V2V3 is MF) is composed by V1, V2 and V3. We 
should add to each of V1, V2 and V3: 

αFMF 

αF is the usage of original real non-uniform V1V2V3. 
 The Instance-Importance-Score (IIS for short) of a 
syllable instance m is: 
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Here we consider syllable number of a instance as the 
length of this instance. Mn is the score of instance n; instance n 
is a length-j replacement (real or virtual non-uniform) that is 
composed by instance m. αn is the usage of instance n, and Fn is 
the sum of weighted replacement score. If we considered αn as 
a weight, markj is the weighted sum of all length-j 
replacements that are composed by instance m. Here Lm is 
syllable number of instance m. The IIS of instance m is 
weighted sum of all different length replacements that are 
composed by instances m. here the weight is ηj (usually ηj is 1), 
which to keep balance of different instance lengths. 

From the above, we can see that IIS is a measure of 
replacement ability (score of replacement) of each instance. In 
IIS, we take into account that how frequently each instance is 
selected by TTS. The frequency is demonstrated by usage of 
instance. If we consider the length (syllable number) of 
instance as granularity, in IIS, we also take into account for all 
kinds of different granular replacements. 

3. Non-uniform adjustment. When a syllable instance is 
pruned, all those instances, which are composed by that 
syllable instance, are also pruned passively. Thus each instance 
should records the information of N replacement. If one-
syllable instance, which compose the replacement RK of R0, is 
pruned, the replacement RK is pruned passively. Then 
replacement RL, with least L in the reserved replacements, is 
the final virtual non-uniform replacing R0. This adjustment 
reduces loss of non-uniform: those R0s with High IIS value are 
reserved, in this situation, RL=R0, there is no loss of non-
uniform; If R0 is pruned, R0 is replaced by virtual non-uniform 
RL. Because RL is worse than R0, there is a little loss of non-
uniform; Only in the situation that all replacements are pruned, 
the non-uniform are thorough lost. So the value of N is very 
important: If N is too small, all replacements of a majority of 
instances are probably pruned. If N is too large, the compute 
will be time and storage consuming. In this paper, N=5. 

4. Associated Scoring Elimination. There is a problem 
when we score each instance: If two instances can be replaced 
each other, maybe they will be scored twice. For example, if V1 
and V2 can be replaced each other, V2 is scored when scoring 
all replacements of V1 and V1 is scored when scoring all 



         

replacements of V2.  Although only one of V1 V2 is need to 
reserve, V1 and V2 are probably reserve together because of 
repetitively scoring. This problem is named associated scoring. 
We propose a process as following to eliminate associate 
scoring; the process is named Associated-Scoring Elimination 
and ASE for short. 

With each instance V there are two structures: V.REL 
composed by the replacement that can replace V, V.RIL 
composed by the replacement that V can replace. So IIS of V 
can express by: 
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We arrange the instances from high to low according to 
their IIS value. Suppose the arrangement is V1, V2 … VH, there 
are only k (k<H) of them can be reserved according to reserve 
rate. Firstly, reserve instances V1 because of its highest IIS 
value; ∀ Rx�V1.REL ， Rx�V1.REL V1�Rx.RIL, thus 
remove V1 from Rx.RIL. Secondly, adjust IIS value of Rx 
(Rx=V2，…VH): 
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At last, rearrange the left instances V2, …VH, reserve the 
instance with highest IIS value, and so on. 

 
Figure 2: Associated-Scoring Elimination 

If V2 and V1 can be replaced each other, there are two 
conclusion: (a) V1�V2.REL V2�V1..RIL and (b) 
V2�V1.REL V1�V2..RIL. But ASE remove V1 from 
V2..RIL, this make conclusion (b) not true. Thus V1 and V2 are 
not scored repetitively, associate scoring is eliminated. These 
are shown in figure 2. By using ASE, Pruning synthesis 
instances is deduced to a problem of graph theory: Construct an 
edge-weighted directed graph. Then begin with the vertex of 
maximum outgoing degree, search the vertices with not only 
maximum degree of outgoing but also minimum degree of 
incoming [14].  

III. STARP-VPA ALGORITHM 
This section describes Statistics & Replacing based Variant 

Pruning Algorithm (StaRp-VPA for short). There are three 
main steps of StaRp-VPA: 

Step1: Computing the instances reserve rate of each unit 
Input: overall reserve rate of speech database  
Output: instance reserve rate of each unit U, namely Reserve_rate(U) 
The compute of step1 is just according from equation (2.1) to 
equation (2.3).  

Step2: IIS scoring of instances 
Input: every Reserve_rate(U), and other frequency information of 
instances 
Output: information on reserved instances, replaced instances and 
pruned instances 
The process of step2 is described as following: 
For L=max length To 1, execute (1) and (2)： 
(1) ∀ V, Length(V)=L, execute (1.1) and (1.2)： 

(1.1) V.REL={R0, R1 … RN}, scores=F0, F1 … FN。 
(1.2)∀ W∈V.REL，W.RIL={V}∪W.RIL。 

(2) ∀ U, execute from (2.1) to (2.2)： 
(2.1) Reserve_Num=Number (U)×Reserve_rate(V) 
(2.2) ∀ V∈U, execute (2.2.1)： 

(2.2.1) For i=1 to Reserve_Num,  
Execute ASE: Associated-Scoring Elimination 

(2.2.2) Tailor all Variants left by ASE 
Note: L is syllable number of instance; its maximum is max length. 
V=Variant represents instances; U=Unit represents units. Number(U) 
is number of instances that unit U includes. 

Step3: Adjusting speech database 
Input: information on reserved instances, replaced instances and 
pruned instances and original speech database 
Output:: speech database after pruning 
(1) To reserved instance, nothing needs to do; 
(2) To replaced instance, replace the instance with its virtual non-
uniform replacement; 

(3) To pruned instance, Delete all information connect with 
it from speech database 

IV. OBJECT AND SUBJECT EVALUATION 
Using StaRp-VPA, we get several speech databases of 

KBCE with different reserve-rates. In this section, some 
practical results of StaRp-VPA are evaluated in the following. 

A. Objective evaluation 
Because the purpose of StaRp-VPA is to make up the loss 

of non-uniform, it is natural to evaluate the results pruned by 
StaRp-VPA with the distribution of non-uniforms (including 
syllables) after prune. The objective measurements here are: 
proportion between number of reserved non-uniforms and 
number of original non-uniforms (rONU), proportion between 
number of virtual non-uniforms and number of original non-
uniforms (rVNU), proportion between number of pruned non-
uniforms and number of original non-uniforms (rTNU), and the 

Oλ , OVλ (that will be illuminated late in this section). All the 
distributions of non-uniforms under different reserve rates are 
showed in Figure 3. 



         

 
Figure 3: the distributions of non-uniforms 
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Figure 4: Oλ  and OVλ  with different β 

Oλ , OVλ  describe the effect of changing reserve rate on the 
loss of non-uniforms. Generally speaking, there is certainly loss 
of non-uniform when pruning speech database. In fact, the 
theoretically optimality β=rONU is impossible. The reason is 
explained as following: Connecting with a syllable instance V, 
there are LV instances of different lengths composed by V. 
When V is pruned, those LV original instances are still pruned. 
Different V means different LV. If a instance V with large LV is 
pruned, rONU<<β。Figure 3 and 4 show that OVλ descends 
slowly when β descends. This demonstrates StaRp-VPA tends 
to reserve those syllable instances with large LV. The loss of 
non-uniform is in some degree made up with virtual non-
uniform, as OVλ  shows in figure 3 and 4 (usually, OVλ >1)。 

B. Subjective evaluation 
We use texts of two kinds performing listening test to 

evaluate the effect of StaRp-VPA on synthesis quality. The 
subjective measurement is MOS (Mean Opinion Score). 

 
Figure 5: MOS of front 100 sentences in text 1 

Text 1 includes 150 sentences, which is automatically 
gathered from a large corpus by using the approach of paper [3]. 
Front 100 sentenses of text 1 are of high coverage, while Rear 
50 sentenses are of low coverage. Five formal listeners perform 
the listening test on speech database of KBCE with different 
reserve rate. The MOS of front 100 and rear 50 sentences are 
showed in figure 5 and 6. Figure 5 and 6 demonstrate that MOS 
degrades quite slowly when pruning rate rise. Even though the 
pruned speech database is 30% of origin, MOS just degrades 
within 0.07. Specially, the MOS of 73% is a little higher than 
that of origin for rear 50 sentences. 

 
Figure 6: MOS of rear 50 sentences in text 1 

Text 2 includes 100 sentences, which is automatically 
gathered from the Internet still by using the approach of paper 

[3]. Another five formal listeners perform the listening test on 
speech database of KBCE with different reserve rate. The MOS 
of text 2 are showed in figure 7. Figure 7 demonstrates that 
MOS of text 2 still degrades slowly but a little more quickly 
than text 1. We even pruned the speech database to 10% of 
origin with the MOS degrading only 0.22.  

 
Figure 7: MOS of text 2 

In Figure 8, the curve of MOS descends slowly when 
reserve rate descends. When reserve rate is above 50%, MOS is 
almost unchanged. When reserve rate is under 50%, the MOS 
doesn’t severely degrade. 

V. DISCUSSION AND CONCLUSION  
In two listening tests mentioned above, the MOS doesn’t 

degrade severely. The reason maybe: 1. Because of StaRp-
VPA’s mechanism, the instances reserved are the instances 
which usually able to replace others and are frequently selected 
by TTS. 2. Utilizing virtual non-uniforms, in some sense, make 
up the loss of replaced non-uniforms. 3. Vibration-rate pruning 
reserve most prosody and phonetic environments, only 
unimportant instances are pruned. 

In this paper, we proposed the concept of virtual non-
uniform in order to make up the loss of non-uniform. And 
based on virtual non-uniform and the usage of instances, we 
constructed the algorithm StaRp-VPA and used StaRp-VPA 
pruning speech database of KBCE to different size. In listening 



         

tests, the naturalness scored by MOS remains almost 
unchanged when less than 50% instances are pruned off, and 
the MOS does not severely degrade when reduction rate is 
above 50%. 

 
Figure 8: the change of MOS with different reserve rate 
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