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Abstract—In this paper, a novel method is proposed using
color and pattern information for recognizing some emotions
included in a textile. Here we use 18obayashiemotion keywords
Our method is composed of feature extraction and aksification.
For accurate emotion recognition, both color and ptern are
extracted from a textile. Then the representative @or prototypes
of a textile are extracted using color quantizationmethod and
pattern is described by wavelet transform followedby some
statistical terms. The extracted features are givertio the neural
network (NN)-based classifiers. The advantages ofup method
include the following: 1) it is a generalized methd to accurately
recognize emotions in textile images which used iwarious
application domains; 2) it is a fully automatic mehod with no
manual interaction. To prove these advantages, thexperiments
are performed on 389 textiles obtained from variouspplication
domains such as interior, fashion, and artificial aes. Our method
shows the precision of 100%and the recall of 99% regardless of
the specific domain.

Keywords—emotion recognition, textile indexing, wavelet
transform, color quantization, neural networks

. INTRODUCTION

For a given product or object, predicting human &ong is
very important in many business, scientific and iregring
applications. In particular, human emotion recdgnitin
textiles has been considerable attentions by pattesigner or
interior designer, etc., as it can be applicablautomatically
recommend some textiles to the customers in e-Basirmor
psychotherapy [7]. Traditionally, the emotions umgd in
some textiles have been manually analyzed by aefqverts,
which cause a huge amount of time and effort. Tuce the

TABLE I.

cost and time, automatic emotion recognition syssbould be
developed. Thus, some works have been developeadh ahe
summarized in Table 1.

From Table 1, we obtain some conclusions. Firgretlare
three important application domain such as intedomain,
fashion domain, and artificial domain. Second iat thsing
compound features allows for the better performatiwm
using unitary feature such as color or patternrdrfs that the
fully automatic method has not yet developed toubed in
various domains, although some semi-automatic ndetres
been developed [5].

For a method to be used practically, two requirdsen

should be satisfied: 1) considering the practiggbliaation
domain of emotion recognition in textile images ko
proceed in an automatic way; 2) in order to be enmsal, the
system should be capable of analyzing textiles ribgss of
used domain (e.g., interior, fashion, and artifidata). To
develop the methods satisfying these requiremeittss
important to describe the physical features in &ectve
manner and extract accurately.

Accordingly, we present a novel emotion recognition

method using color and pattern information. Ourlgeaon
developing the generalized fully automatic methoad
accurately recognize emotions included in textiteages,
regardless of the domain where the textiles used.

The proposed method is composed of feature extraetid
classification. To describe the physical featurerimation in
the textiles, the wavelet transform and color gzatibn are
used. And the neural network is used as the classif
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To assess the validity of our method, the experimeane
performed on 389 textiles obtained from variousligppon
domains such as interior, fashion, and artificiaés And the

result of proposed method was compared with theeroth

methods: Kobayashi and Kim’s method [1, 4]. Theny o
method shows the superior performance to othersast the
precision of 100% and the recall of 99%, regardiekshe
specific domain. These results confirmed that oethmd has
the potential to be applied for various applicasicsuch as
textile industry and e-Business.

This paper is organized as follows. Section 2 shtves
system overview, and Section 3 shows the methodsatfire
extraction. And the NN-based classifier is desdilreSection
4. Section 5 shows experimental results, and tinelagsion is
followed.

Il.  OVERVIEW OF THEPROPOSEDMETHOD

The proposed method aims at classifying the texiitto
some emotion groups. Here, we use 10 Kobayashii@mot
keywords: {romantic, clear, natural, casual, elégashic,
dynamic, classic, dandy, modern}. Then, for acalyat
mapping textile image to emotion groups, the predamethod
uses the color and pattern information.

Fig. 1 shows the outline of proposed method, whiere
composed of 10 neural network (NN)-based recogsifterthe
respective human emotions. For a given input imtgejnput
image is firstly normalized to &%4. And the normalized
image is used as the input for NN-based recognizee
recognizer for a specific emotion is composed dftuee
extraction and classification. The representativelorc
prototypes of a textile are extracted using coloargization
method and pattern is described by wavelet tramsfollowed
by some statistical terms. The NN-based classifinatvhich
produces the output value ranged from 0 to 1. Tlfethe
output value is bigger than 0.5, the recognizeiddscthat the
image is positive for the corresponding emotiorhedwise, the
recognizer decides the textile image is negative tfe
corresponding one.
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Figure 1. The outline of proposed method
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A. Color extraction

Kobayashi have investigated how the color affectsidn
emotion based on the survey, and developed the tulge
scale to transpose the color image into some em&dgwords
[1]. In color image scale, all the colors have beesitioned
along three axes: soft/hard, warm/cool, and cleayigh. The
coordinates in the color image scale are correspgnid the
channels in the HIS color space: soft/hard to sitgn
warm/cool to hue, and clear/grayish to saturation.

FEATRUE EXTRACTION

In this work, we represent a textile image in th& idolor
space, thus firstly transform the RGB color imag® iHIS
color image using the following equations.

“[R-0)+(R-B)]

()]

H =cos*

J(R-G)? +(R-B)(G-B)

S=1-— > __[min(RG,B)]

_(R+G+B) )

I =%(R+G+B) 3

Among three axes, Kobayashi highlights the impataof
soft/hard and warm/cool, thus we use the coloresfuom H-
channel and I-channel. The values of each chaneelaaged
from 0 to 255. Generally to deal with 256 imagelescaquires
a lot of computation cost and a poor clusteringultesto
reduce computing time and obtain the more meanimgéwlts,
we quantize the respective images on H or | chaintela few
prototypes. The prototypes are found as local maxima
smoothed color histogram of the input image, dlleotcolors
are then assigned to the nearest prototype. In ofdstages
used in our experiments, this result in about peakshe
histogram, and the components that seem differenthée
human eye are quantized into different classes.

guant= quantized color prototype

start,end= start and end position of a color cluster
L = maximum of input feature value

max_value= max value initialization

NoOfQuant= current number of color prototype
oldNoOfQuant previous number of color prototype
L =256

max_value= -1

Givenhist, input histogramhistis normalized.
Initialize NoOfQuant

While
- 0ldNoOfQuant— NoOfQuant
-Fori=0,....L

* Fine feature with maximum frequency.
*If hisffi] > max_valughenmax value— i
- Fori =100, . . . max_value
* Giveni, a local maxima in a smoothed color histogranhef t

input image.
*Forj=0,....L

- if j is near by the start of color cluster, thestart« j
*Forj=0,....L

- if j is near by the end aof color cluster, theend< j
* guanfNoOfQuant < (start+end) / 2
- If NoOfQuant== oldNoOfQuanthen Quantization is completed.

Figure 2. Outline of color quantization algorithm.



The outline of the used quantization method is shiowFig.
2, and Fig. 3 shows the results of color quantizati

(d)

Figure 3. The results of color quantization: (a)original ireag(b)hue
conversion, (c)intensity conversion, (d)saturaticonversion, (e)quantized
hue(Q=5), (f)quantized intensity(Q=5)

B. Pattern extraction

Generally, a pattern can be described as a condoinat
texture and edge. Therefore, we use a waveletftnans

HL2

LH3 | HH3

HL1
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T wavelel
wransiormed iy

Figure 4. Wavelet transformed image.

The wavelet transform provides successive apprdioms
to the image by down-sampling and have the ahititgetect
edges during the high-pass filtering. The wavetahgform
decomposes to 4 sub-blocks as LL, LH, HL, and Histesvn
in Fig. 4. LL is involving the textual content, vdithe other
sub-blocks are involving edge information for veati
horizontal and diagonal orientations.

In our method, the LL level is again decomposed it
sub-blocks using wavelet transform. This procesteistedP
times, so that the sub-blocks dP8l are created. Then, from
each block the following parameters are calculfigd

M@= 331 ) @
_ 1 N-1N-1 . )
)= 3 ES06H-MO) -
)= 35 B3 06D -MO)* ©

Given NxN image,M(l) represents average value, and)

parameters are extracted for a block, total of P33
parameters are created afgrwavelet transforms. All of them
are used as the input of the classifier that reizegrthe pattern
information in some textiles.

IV. NN-BASED CLASSIFICATION

In this paper, we use multilayer perceptron (MLR) a
classifier. The network is composed of input layédden layer,
and output layer. The adjacent layers are fullyneated.

Output Layer

Hidden Layer

Weight

Input Layer

3(3P+1) inputs from
wavelet transform

2Q inputs from
color quantization

Figure 5. The NN-based classifier.

The classifier receives the B81)+2Q inputs, whereP is
the level of wavelet transform an@® is the number of
quantized colors. The selection Bfand Q is very important
factor to affect the performance. From various expents, we
obtained the fact that it is important to adjuse thalance
between the pattern feature and color feature. Tibat
(3P+1)=2Q. The pairs can be one of {(3, 5), (5, 8), (7, 11}.
The largerP and Q are, the larger the computational cost is.
Accordingly, we selectR, Q) to (3, 5).

The hidden node in the classifier plays a role as
discriminant function, so that it is determined ke
experiment.

The output value of classifier is normalized to QAhd if
the output value is bigger than 0.5, the classifiecides that
the image includes the corresponding emotion. @tiser the
classifier decides the textile has not the cori@bafor the
emotion.

To train the classifier, our method uses featuyrd)( where
| is textile image, and is emotion value manually annotated
by human experts in the survey. The input layeeixas the
wavelet transformed values and color quantized esmlof
64x64 textile image. The output value of hidden node i
obtained from the dot product of the vector of inpalues and
the vector of the weights connected to the hiddeden It is
then presented with the output nodes. The weigeta@justed
by training with a back-propagation algorithm inder to
minimize the sum of squared error during the trajréession.

V. EXPERIMENTAL RESULTS

The proposed method was implemented using MS Visual
C++ from Window XP environment. The parameters &f N
were fixed as follows: error rate is fixed to 0.0@omentum

and (1) represent 2nd and 3rd momentums. As these 0.5, and iteration to 5000. In the stage of Nhining, the

1102



number of hidden node was determined to 120, wiva$f not
changed in testing.

For experiments, we collected 389 textile imagemifthree
application domains such as interior, fashion, amtificial ones.
The artificial data were collected from the PatiBook!. And
the fashion and interior data were collected frohe t
Dongdaemoon textile shopping mall in Seoul. Thes¢ad
samples are shown in Table 2.

TABLE II. THE EXPERIMENTAL DATA
dData_ Count Samples
omain
Training | Artificial
Data domain 120
Art|f|C|§I 100
domain
Test Fashion 41
Data domain
Interlqr 128
domain

Out of artificial data, 120 data were used for Kbl
training, while the remainders were used for that.t&nd a
total of fashion and interior data were used fdy @he test, to
prove the generalization of our method.

To evaluate the performance our method, the grarutt
of 389 data are required. For this, the survey easlucted on
20 peoples. On emotions, the pollees put one ofitigd,1} on
each textiles: -1 represents negative emotion; dresents
positive emotion; 0O represents image does not malation
with emotion. The accumulated sums from 20 peoples
given to a textile. Thus, the integer is from -B020 for each
textile. Then, fuzzy rules were applicable for anclated sum
of each emotion [4]. Through this process, we diaslsthe
textile images into 10 emotion groups, and anndtatem
using their groups.

The advantages of our method include the followihgt is
a generalized method to accurately recognize emmtio
textile images which used in various applicatiomams; 2) it
is a fully automatic method with no manual intei@tt To
prove these advantages, the proposed method wagaoedn
with other methods. Here, two methods were adapted: et

al.’s and Kobayashi's method: 1) Kim et al’s meatho

developed the NN-based recognizer using only thitenma
information [4]. 2) Kobayashi's method uses onlyloco

! Meller, Susan, "Textile designs : 200 years of [peem and American
patterns for printed fabrics organized by motifjestcolor, layout”, Harry N.
Abrams, 1991.

information [1]. Then for the quantitatively comfzan two

measures were used such as precision and recateTare

defined as follows:

# of correctly detected textile image
X

# of detected textile image

precision(%)= 100 )

# of correctly detected textile imagex

recall(%)= ile i
(%) # of textile imag

100

®

A. Application to artificial domain

Firstly, our method was evaluated with the art#icilata.
These data are mainly composed of unitary pattendssimple
color combination. Table 3 summarized the perforteanf our
method. As can be seen in Table 3, our method peatithe
precision of 100% and the recall of 99% on average.

TABLE IIl. THE PERFORMANCE OF ARTIFICIAL DOMAIN
Number

Emotion | Number of False False Recall | Precision

type of data | detected | alarm | dismissal | (%) (%)

data

romantic 20 20 0 0 100 100
clear 20 18 1 1 90 100
natural 20 20 0 0 100 100
casual 20 20 0 0 100 100
elegant 20 20 0 0 100 100
chic 20 20 0 0 10C 10C
dynamic 20 20 0 0 100 100
classic 20 20 0 0 100 100
dand\ 20 20 0 0 10C 10C
modern 20 20 0 0 100 100
Average 200 198 1 1 99 100

—&—  Kobayashi's method
—m—  Kimetal.’s method
—&——  Durmethod

performance

40 -

0 \ g
romantic clear natural casual elegant chic dynamic classic dandy modern

emotion

(@

—e—  Kobayashi's method
Kim et al.’s method
—&——  Ourmethod

— -

100

performance

20

romantic clear natural casual elegant chic dynamic classic dandy modern

(b)
Figure 6. The performance comparison for artificial domaajrécall,
(b)precision.
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Fig. 6 shows a comparison of the three methodsrimg
of their recall and precision when processing ttifical data.
Fig. 6(a) shows the results relative to recall Bigd 6(b) shows
a comparison among the three methods in terms edfigion.
Kobayashi's method shows the precision of 90% aedecall
of 36% on average. Kim et al.’s method shows tleeipion of
98% and the recall of 90% on average. Among threthaods,
Kim et al's method and proposed method have almpertct
performance.

B. Application to fashion domain

To fully demonstrate the effectiveness of our methib
was tested with data which not to be used in tnginkor this,
three methods have been evaluated with fashion dath
interior data. The fashion data is less complen tha interior
data, but they are more complex than the artificiata in
terms of color combination and the variety of patte

The results to the fashion data have been showable 4.
As the table indicates, proposed method showsrénggion of
100% and the recall of 99.74% on average. The pagnce
of our method is slightly improved, when compariaigh its
performance in artificial domain. This is unexpectesult
because the fashion data were not used in training.

Fig. 7 shows a comparison of the three methodsrimg
of their recall and precision when processing #shion data.
Fig. 7(a) shows the results relative to recall Bigd 7(b) shows
a comparison among the three methods in termseafgion.

TABLE IV. THE PERFORMANCE OF FASHION DOMAIN
Number

Emotion | Number of False False Recall | Precision

type of data | detected | alarm | dismissal | (%) (%)

data

romantic 37 37 0 0 100 100
clear 37 36 1 0 97 100
natura 34 34 0 0 10C 10C
casue 36 36 0 0 10C 10C
elegant 33 33 0 0 100 100
chic 34 34 0 0 100 100
dynamic 36 36 0 0 100 100
classic 34 34 0 0 100 100
dandy 38 38 0 0 100 100
modern 35 35 0 0 100 100
Average 354 353 1 0 99.7 100

Kobayashi’'s method shows the precision of 90% d&ed t

recall of 30% on average. Kim et al.’s method shdiws

precision of 100% and the recall of 62% on aver&ygse the
performance of Kim et al.’s method. Its performaneas

rapidly declined when comparing with one of aridicdata.

This declination can be explained by the followregson: Kim
et al.’s method used only the fashion data whenitg, so that
it fails to accurately recognize the emotions ire thata
collected from other domain. On the contrary, thereno

difference in the performance of our method. Fronis t
experiment, we can guess that our method can berngaily

used in variety of data.
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Figure 7. The performance comparison for fashion domaine¢z,
(b)precision.

C. Performance in interior domain

Our method was also evaluated with the interioad@heir
data have more complicated color combination ankpathan
fashion data. The results to the interior data H@en shown in
table 5. As the table indicates, proposed methamvshthe
precision of 100% and the recall of 98.83% on ayer®espite
of image complexity, our method shows steadily grenfance.

TABLE V. THE PERFORMANCE OF INTERIOR DOMAIN
Number

Emotion | Number of False False Recall | Precision

type of data | detected | alarm | dismissal | (%) (%)

data

romantic 19 19 0 0 100 100
cleal 40 37 3 0 93.0Z 10C
natural 36 36 0 0 100 100
casual 17 17 0 0 100 100
dynamic 52 52 0 0 10C 10C
dandy 60 60 0 0 10C 10C
Average 224 221 3 0 98.83 100
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Figure 8. The performance comparison for interior domain:g@gll,
(b)precision.

Fig. 8 shows a comparison of the three methodsring of
their recall and precision when processing therimtedata.
Fig. 8(a) shows the results relative to recall Bigd 8(b) shows
a comparison among the three methods in termseafigion.
Kobayashi's method shows the precision of 50% aedecall
of 14.8% on average. Kim et al.’s method showspifeeision
of 100% and the recall of 69.5% on average.

generally used in a variety of application domaitareover,
as it require the processing time of 10 frames/sag. method
can be easily applied in the commercial products-Business.

VI.  CONCLUSION

In this paper, we proposed a generalized emotion
recognition method using color and pattern infoforat Our
method is component two modules: feature extractiod
classification. To describe the color and patterforimation
from a textile, the color quantization and the weav&ansform
are used. And the neural network is used as tissifikr.

To assess the validity of the proposed method, as w
applied to recognize the human emotions in thredilde
domains: fashion, interior and artificial data bodnd then
our method produced the precision of 100% and ¢callr of
99% on average. This result confirmed that our oetias the
potential to be applied for various applicationstsas textile
industry and e-Business.
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On average, our method achieved a recall that was

84.03% higher than the Kobayashi's method and 36.33
higher than the Kim et al.’s method. Kim et al.’sthod
produced a recall more about 4.5 times than Kolhagas
method. When applied to the interior data, there ar
dramatically decreasing in performance of both Kaishi's
method and Kim et al's method. However, our methbdws
the performance of above 98%, regardless of theetgipes.

In summary, the experiments for various domainsasho
that our method has the superior performance terato
methods in all of domains. Kobayashi's method shibwe
lowest performance among three methods, and Kiral.&t
method has good performance in only the data usedhg
training. Therefore, these results show that outhote can be
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