Fuzzy Neural Network Based Prediction Coding for Bayer Pattern Image
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Abstract—In this paper, a sequential lossless compression of raw data from image sensor with Bayer pattern is proposed. Inspired by model of JPEG-LS, the proposed encoder consists of fuzzy neural network predictor, adaptive correction part based on context and adaptive arithmetic coder. As in JPEG-LS, it is empirically observed that the global statistics of residuals from the ANN fixed predictor in raw data, which effectively exploits structural redundancies between mosaic-like color components, are well-modeled by a TSGD centered at zero. In the meantime, we propose a context determination approach based on causal interpolation that achieves high coding efficiency. Consequently, we can encode mosaic images on the fly at low complexity level. Compared with existing methods of lossless compression for Bayer raw data, the performance of proposed method is apparently the best.
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I. INTRODUCTION

Most of commercially available digital cameras capture color information by single light sensitive sensor with CFA (color filter array). In CFA, only one basic color is captured per pixel position. The remaining two basic colors need to be reconstructed later on by digital image processing algorithms for CFA interpolation. Among various CFA masks the most popular one is the so-called Bayer pattern [1]. Fig. 1 presents a mosaic image with Bayer CFA.

The CFA captures only one-third of the necessary color intensities and the full color image is generated from the captured raw data by interpolation. In most conventional applications, the generated color image is then compressed before storage or transmission.

However, CFA image compression is of paramount importance to image-enabled consumer electronic devices, such as wireless PDAs, mobile phones, and surveillance systems. Since bandwidth reduction is crucial for transmission of captured images in wireless networks, compression of the CFA data rather than the demosaiced data basically allows a three-fold reduction of the data redundancy by moving compression operation before color pixel interpolation [2]. It was demonstrated that using the compression-first scheme retains more pertinent information, thus lower compression ratio is achieved and higher image quality are to be transmitted. Several new methods based on the compression-first scheme have been reported in [2]. On the other hand, operating on the CFA pixels arranged in the original mosaic layout may limit the compression efficiency due to the artificial high frequencies in the CFA image. So the raw data is not suitable for direct compression using the existing compression standards such as JPEG, JPEG-LS, and JPEG-2000. To overcome the mosaic-like structure of the acquired CFA data and further increase the CFA image coding efficiency, a CFA data structure conversion is used prior to image compression in the existing compression-first schemes [2]. The structure conversion step transforms the CFA pixels corresponding to the same color filters into a structure more appropriate for image coding [3]. Once the conversion is done, the existing compression standards are applied to it. Therefore, the structure conversion can help to achieve higher compression ratios compared to the direct coding of the acquired CFA image. Ning Zhang and Xiaolin Wu also developed a simpler and faster lossless mosaic image codec [4], propose a particular wavelet decomposition scheme, called Mallat wavelet packet transform, which is ideally suited to the task of de-correlating color mosaic data, and apply a low-complexity adaptive context based Golomb–Rice coding technique to compress the coefficients of Mallat wavelet packet transform.

In this paper, our work proposes an effective sequential prediction based coder for lossless compressing raw mosaic data, which performs sequentially pixel by pixel in raster-scan order, also so called one-pass scheme as opposed to multiple-pass scheme. The proposed method has four major components: fuzzy neural network predictor, context model, context based adaptive entropy coder and run coder. It has achieved best comprize between compression performance and computational complexity. This coder outperforms previous proposed lossless coder in both bit rate and low-complexity. The presentation is
organized as follows. Section II introduces proposed coder structure and its neural predictor is described in section III. In section IV, we propose a context determination approach based on causal interpolation that achieves high coding efficiency. The principle of the arithmetic coder and run length coder is interpreted in section V. Experimental results are reported in Section VI and conclusions are drawn in Section VII.

II. THE STRUCTURE OF THE CODER

Proposed coder is a sequential coding scheme that encodes and decodes in raster scan order with a single pass through the CFA image. The coding process uses prediction and context templates that involve only the two previous scan lines of coded pixels. The schematic description of proposed encoder is given in Fig. 2. As in JPEG-LS [5], proposed coder operates in two modes: normal mode and run mode. The detail of the run mode is analogous to the run mode in [5]. In normal mode, the system has four major integrated components: ANN prediction, context based error correction, interpolation for context, context modeling of prediction errors, and entropy coding of prediction errors. First, ANN fixed predictor effectively exploits structural redundancies between mosaic-like color components, and adaptive correction part is used to cancel bias which typically presents in context-conditioned prediction error signals. In context modeler, the context that conditions the encoding of the current prediction residual, as in JPEG-LS [5], is built out of the differences \(g_1 = d-b\), \(g_2 = b-c\), \(g_3 = c-a\), where \(a\), \(b\), \(c\), and \(d\) surrounding the current encoded pixel is acquired by causal interpolation based on color correlation, see section IV. Finally, entropy coder of the residue is implemented with arithmetic coding and run-length coding.

III. ANN PREDICTOR

Benefited from artificial neural network with learning ability and generality, we design an ANN predictor, which effectively exploits structural redundancies between mosaic-like color components, and uses past five pixels (see Fig. 3) to guess the value of current encoded pixel. The average of each color component in this area including current encoded pixel could be computed and denoted as \(\bar{R}\), \(\bar{G}\) and \(\bar{B}\), respectively.

The network structure presented for this application is organized as follows. Section II introduces proposed coder structure and its neural predictor is described in section III. In section IV, we propose a context determination approach based on causal interpolation that achieves high coding efficiency. The principle of the arithmetic coder and run length coder is interpreted in section V. Experimental results are reported in Section VI and conclusions are drawn in Section VII.
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On Layer 3, the output of TFNN is a linear combination producing prediction value \( Y \)

\[
O^3 = Y = 255 \left[ \sum_{j=1}^{j} \mu_j P A_j^T \right]
\]

(4)

Here the symbol \( \lfloor \cdot \rfloor \) denotes downward integer conversion, \( \mu_j \) is predictor weight, and each component in \( A_j \) represents prediction coefficient.

We employ BP learning algorithm to train the TFNN predictor system. The cost function is defined as

\[
E = \frac{1}{2} \| f_{x,y} - y \|^2
\]

(5)

Detail description of BP learning algorithm can be found in [6]. Finally, update law is as follow

\[
A_j(k+1) = A_j(k) + \eta A_j(\frac{\partial E}{\partial A_j})
\]

(6)

\[
m_j(k+1) = m_j(k) + \eta m_j(\frac{\partial E}{\partial m_j})
\]

(7)

\[
\sigma_j(k+1) = \sigma_j(k) + \eta \sigma_j(\frac{\partial E}{\partial \sigma_j})
\]

(8)

The parameters trained above are transferred to decoder as side information. Fig. 5 (a) and (b) separately show the global statistics of residuals from directly applying JPEG-LS and the proposed predictor to the CFA image of “statue”. Clearly, the global statistics of residuals from the proposed predictor are well-modeled by a two-side geometric distribution (TSGD) centered at zero.

IV. CONTEXT DETERMINATION

According to JPEG-LS, the adaptive part of the predictor is context-based and it is used to “cancel” the integer part of the offset due to the TFNN predictor. This adaptive correction (or bias cancellation) could be well performed at low complexity. Context quantization is very important for improving compression performance. Prediction errors are partitioned into a predefined number of statistically homogeneous classes based on context, and each class is entropy coded by means of Golomb coding. If the classes found out are discriminated, the entropy of a context-conditioned model of prediction errors will be lower than that derived from a stationary memory-less model of the uncorrelated source.
Now we use interpolation method to obtain the context of current encoded pixel. As in JPEG-LS, both the current encoded pixel Ix and its corresponding context pattern including four elements a, b, c and d are shown in Fig. 6 (a), with the same color. In Fig 6 (b), (c) and (d), assumed that current encoded pixel is $R_{43}$, $B_{33}$ or $G_{34}$ of which contexts would be red, blue or green component being culled out through Bayer color filter array, each missing color component on location a, b, c and d could be reconstructed by interpolation as follows:

When Ix=$R_{43}$, its context pattern is red component and each element is computed by

$$
a = R_{43} = R_{42} + (G_{43} - G_{41}) + 2
$$
$$
b = R_{34} = R_{24} + (G_{34} - G_{14}) + 2
$$
$$
c = R_{33} = (R_{42} + R_{24} + R_{22}) + 3
$$
$$
d = R_{35} = (R_{24} + R_{26}) + 2 + (B_{35} - B_{15}) + 2
$$

When Ix=$B_{33}$, its context pattern is blue component and each element is computed by

$$
a = B_{32} = B_{31} + (G_{32} - G_{30}) + 2
$$
$$
b = B_{23} = B_{31} + (G_{23} - G_{03}) + 2
$$
$$
c = B_{22} = (B_{13} + B_{13} + B_{13}) + 3
$$
$$
d = B_{24} = (B_{13} + B_{13}) + 2 + (R_{24} - R_{04}) + 2
$$

When Ix=$G_{34}$, its context pattern is green component and each element is computed by

$$
a = G_{33} = (G_{32} + B_{33} - B_{13}) + 2 + (G_{23} + B_{33} - B_{13}) + 2
$$
$$
b = G_{24} = [(G_{23} + G_{23}) + 2 + G_{14} + (R_{24} - R_{04}) + 2] + 2
$$
$$
c = G_{23}
$$
$$
d = G_{25}
$$

Here, we use causal pattern to reconstruct each color component forming the context of current encoded pixel. At decoder side, the same operate is causally executed. No side-information needs be transferred.

V. ENTROPY CODER

Generally, CFA images are very far from being continuous-tone and have sparse histograms, containing only a subset of the possible sample values in each component, and the ANN predictor would tend to concentrate the value of the prediction residuals into a reduced set. However, prediction correction tends to spread these values over the entire range, and even if that were not the case, the probability assignment of a TSGD model which fits for Golomb coding would not take advantage of the reduced alphabet. Therefore, the arithmetic coder in [6] is borrowed to complete encoding prediction residual. Notice that the shift parameter s of TSGD is tuned in the range [-1/2, 1/2].

The encoder enters a run-length mode when a “flat region” context with $a=b=c=d$ is detected. If current sample Ix is equal to a, then run-length increases by 1. For the next sample of Ix, its context elements a, b, c and d are not computed if it is equal to the previous sample of Ix and encoded in run-length mode. For other following up pixels, we use the same method as above to decide whether in run state.

When the run is broken by a non-matching sample Ix, the encoder goes into a “run interruption” state, where the difference (with the sample above) is encoded. Runs can also be broken by ends of lines, in which case the encoder returns to normal context-based coding. Finally, prediction errors are arithmetic-coded conditioned on one of the 12 encoding states is performed, following binarization strategy of [7]. For a state with index, we choose the corresponding binarization tree as the Golomb tree for the parameter (the run state also uses k=0).

VI. EXPERIMENTAL RESULTS

As the structure of proposed encoder is analogous to the one in JPEG-LS, we use similar program to implement our encoder. In our experiments, we simulated color mosaic images by sub-sampling some typical color images drawn from the ISO JPEG test set and the Kodak set, and interleaving the samples according to the Bayer pattern [4]. TABLE I presents the lossless bit rates of the proposed method in comparison with JPEG-LS, the lossless mode of JPEG 2000 [8] based on CFA data structure conversion and method in [4], and the corresponding results are listed in TABLE I. The average bit rate of the proposed method is lower than that of both JPEG-LS and JPEG2000. The method in [4] gives an average lossless bit rate of 4.872 bit/pixel with negligible compression gain, compared with an average bit rate of 4.878 bit/pixel for our method. Note that the complexity of proposed method is also the lowest among exiting lossless compression methods for CFA images. Obviously, the structure conversion or wavelet transform based methods require more resource both of time and memory than proposed method in which TFNN may be implemented using parallel structure while costs few hardware resource [5]. Actually, in many applications, a drastic complexity reduction can have more practical impact than a modest increase in compression ratio.

On a 2.8-GHz Pentium-4 personal computer with 1-GB RAM, we simulate the proposed compression scheme in software with C++ programming language, the average execution time to compress a 768×512 Bayer pattern image is around 91ms.
VII. Conclusion

In this paper, we propose a low-complexity and high-efficient lossless CFA image compression method with low memory cost suitable for a hardware design based on the Bayer format image. It turns out that raster scan based DPCM coder can be directly applied to CFA images compression and provides a higher compression ratio while keeping computational complexity reasonably low. Furthermore, our coder could be employed to near lossless compress full-color image being sub-sampled through Bayer color filter array, and the decompressed mosaic image may be demosaiced by various existing methods [9] [10] to reconstruction the full-color image.

In the future, this work still needs to be improved in some aspects. Firstly, as current contexts cannot adequately characterize some of more complex relationships between predicted pixel and its surroundings, an additional context which exploits higher order structures such as texture pattern and local activity may be combined with current contexts to form compound contexts [11] for further compression gains. Secondly, for further reducing encoding complexity, we try to use adaptive combination/switching of adaptive predictors (ACAP/ASAP) [12], instead of ANN predictor.
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