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Abstract—This paper proposes a new object activity learning
algorithm based on self-organizing map (SOM) to detect anomaly
events and predict activities in intelligent visual surveillance sys-
tem. Two SOM networks are used to construct the distribution
patterns of sub-trajectories and trajectories respectively. Sub-
trajectories are first sampled to reveal the local activities. Before
constructing the distribution patterns, trajectories are repre-
sented based on the distribution patterns of sub-trajectories. Fi-
nally, the distribution patterns of trajectories are merged to form
clusters using agglomerative hierarchical clustering algorithm.
By using the patterns of sub-trajectories, the learning process is
accelerated and the representation of trajectory is simplified. The
patterns of sub-trajectories and trajectories learned are then used
to detect local and global anomaly events. A fuzzy set theory
based predicting method is also proposed to predict the activity of
object. Experimental results on real scene demonstrate the effec-
tiveness of the proposed algorithm.

Keywords—self-organizing  map;  visual  surveillance;
trajectory classify; anomaly detection; activity prediction

L INTRODUCTION

Visual surveillance is an active research field of computer
vision. The problems in visual surveillance system[1-2] include
motion detection, tracking, objects classification, activity un-
derstanding and semantic description. Among these problems,
activity understanding and semantic description are important
to intelligent surveillance system because it can produce high
level descriptions of object activities. This paper focuses on the
problem of activity understanding in intelligent visual surveil-
lance system.

Many schemes have been proposed to understand the mo-
tion activities using Hidden Markov Model (HMM) [3], spec-
tral clustering[4] and fuzzy clustering[5]. Other schemes are
proposed to learn activity patterns in the coefficient feature
space [6]. Self-Organizing Map (SOM) is also used to auto-
matically generate activity patterns of moving objects. Johnson
et al. [7] use flow vectors to describe trajectory, and generate
the statistical model of object trajectories using two competi-
tive learning networks which are connected with leaky neurons.
Sumpter et al. [8] apply a feedback mechanism to [7] and pre-
sent a novel approach to learn spatiotemporal patterns of ob-
jects. They also provide a neural network paradigm to predict
object behavior. Jonathan ef al. [9] propose a scheme to learn
the distribution patterns of flow vectors using SOM and detect
novel events using the patterns learned. Hu et al. [10-11] pre-
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sent new self-organizing neural network models to learn the
trajectory distribution patterns, and use the patterns learned to
detect anomaly events and predict object behaviors.

This paper proposes an object activity learning algorithm
based on self-organizing map[12] (SOM) to detect anomaly
events and predict activities in intelligent visual surveillance
system. The workflow of the algorithm is shown in Fig. 1. Sub-
trajectories are first constructed to reveal the local activities.
Two SOM networks are then used to construct the distribution
patterns of sub-trajectories and trajectories respectively. Finally,
the distribution patterns of trajectories are merged to form cate-
gories using agglomerative hierarchical clustering algorithm.
The patterns of sub-trajectories and trajectories learned are then
used to detect anomaly events and predict object behaviors. By
constructing sub-trajectories, the sequence patterns of activities
can be learned by the first SOM network. No leaky neuron is
used between two SOM networks. So the distortion problem[7]
caused by leaky neurons can be avoided. Since the number of
sub-trajectory patterns is less than the number of flow vector
patterns, the learning process can be accelerated. Before con-
structing the distribution patterns, trajectories are represented
by equal length based on the distribution patterns of sub-
trajectories. This has two advantages. Firstly, the representation
of trajectory can be directly used as the input of SOM network
without cutting and padding. Secondly, the dissimilarity be-
tween trajectories can be measured by their Euclidean distance.
When predicting the activity of object, a fuzzy set theory based
method is proposed which is used to improve the predict accu-
racy. Experimental results on real scene demonstrate the effec-
tiveness of the proposed algorithm.

IL.

The trajectories are acquired by tracking moving objects.
Image sequences are sampled at fixed time intervals (frames) to
acquire object centroids by object tracker. Centroids in differ-
ent samples are connected to form the trajectory. Because there
are noises in the raw trajectory data, a moving average filter is
used to smooth the trajectories. So a trajectory T of the moving
object can be defined as:

TRAJECTORY PREPROCESSING

T:{ (xlsyl)s (x25y2)s cees (xisyi)a "'(xlsyl) }

where (x;,y;) is the two dimensional coordinates of the moving
object in ith sampling, / is the number of samples.
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Figure 1. Overview of the algorithm

Besides position, velocity is also very important for meas-
uring the similarity between trajectories. The velocity can be
described by the difference of the centroids in adjacent samples:
OXFXi417X; 5 OV i1 Vie

So at the ith sampling, the position and the velocity of the
moving object can be described by a flow vector[7] f:

ﬁ:(xisyi»axi»éyi)

The ranges of the velocity and the position components in
flow vector are different. In order to balance the relative contri-
bution of velocity and position, each component in the flow
vector is normalized to the range [0,1]. After the preprocessing,
trajectory can be described by the sequence of flow vectors:

F={fi, oo s fireo s 1} (1)

I1I.

This section proposes the object activity learning algorithm.
The procedure of the algorithm is shown in Fig. 2.

LEARNING ALGORITHM

A. Construction of Sub-trajectory

Sub-trajectory is a continuous subsequence of a trajectory,
which depicts the local activities of the object. In order to be
used as the input of the learning algorithm, sub-trajectories
should be in equal length. Suppose a trajectory 7 whose length
is [, its sub-trajectories can be constructed by copying subse-
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Figure 2. Network architecture for learning object activities

quences with length £ and interval 4. So the sub-trajectory set S
of trajectory T is:

S= {SI,SZ,”',SI.,”',Sn} S; :{ft"l*?ﬁrl7-fl"/172+2"”’f;17/1+/;}

where n=[(I-&+1)/4].

From the definition above, it can be seen that sub-trajectory
includes both spatial and temporal information of the local ac-
tivities. When A==/, S has one sequence which is just 7. When
A=&=1, S has I sequences of which each contains one flow vec-
tor in F. Larger A and £ imply more temporal (sequence) infor-
mation, while smaller A and ¢ imply more common patterns. To
balance the two factors, & and A can be defined as

&= min(\/z ,lmm) A=E&/4, where L is the average length of

the trajectory data set and I, is the minimum length of the
trajectory data set.

B.  Sub-trajectory Distribution Pattern Learning

Using the sub-trajectory construction algorithm, each tra-
jectory in the training data set can produce a sub-trajectory set.
The sub-trajectory training data set can be constructed by
merging all the sub-trajectory sets produced. This paper uses
Self-Organizing Map[12] (SOM) to learn the spatiotemporal
distribution pattern of the sub-trajectory. SOM is a two layers
neural network. The network proposed is abbreviated as SPLN
(Sub-trajectory Pattern Learning Network) in the following
sections. The input layer of the SPLN has &X 4 neurons of
which each corresponds to a component of the flow vectors in
the sub-trajectory sequence. The output layer of the SPLN has
M neurons which correspond to the patterns of sub-trajectories.
Larger M can depict sub-trajectory patterns more precisely, but
may increase the computational complexity. M can take any
values, but must be smaller than the number of training sub-
trajectories and larger than the number of output neurons of
TPLN (refer to I11.C).

The learning process of SPLN consists of the following
steps:

a) Randomly choose M sub-trajectories from training
data set as the initial value of the weight vectors {w;}

b) Choose a sub-trajectory s from training data set.
Calculate the Euclidean distances from s to the weight vectors.
The “winning” neuron is the one whose Euclidean distance is
the smallest:

@

i(s)= argm_in”s— wj"
J
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¢) The winning neuron and its neighbor neurons update
their weight vectors according to (3)

w; (1) =w, () () ) () (5w, (1))

h;(f) is the neighborhood function which is defined as
hi (ty=exp(-d;; 126%(f)). h;(f) takes the maximal value 1 when
J=i(s) and falls off with the distance d;; between j and i(s), o(f)
is an exponentially decreasing width parameter and #(¢) is an
exponentially decreasing learning rate.

3

d) Repeat b-c for n, training cycles. After n, training
cycles (n, < n,), the width parameter and learning rate are
reinitialized to make the learning result converge.

After training, SPLN can be used to classify the input sub-
trajectory. The output of the ith output neuron in SPLN can be
then defined as:

OL)ls-wi

where w; is the weight vector of the ith output neuron.

Given an input sub-trajectory s, the output of SPLN will be:
O(5)={01(5),0x(5);- - ,O(5),. . ,Or5) }

O((s) depicts the dissimilarity between s and the ith sub-
trajectory patterns. The neuron whose output is smallest

(argminO, (s) ), represents the best matching sub-trajectory
pattern for s.

C. Trajectory Representation and Learning

The trajectory descriptor as defined in (1) has some draw-
backs. First, the trajectories are not in equal length and second,
it is difficult to measure the similarity between trajectories.
This paper proposes a new representation for trajectories to
solve these problems.

Given a trajectory 7, input all its sub-trajectories to SPLN
and the output set is O(S)={O(s}),0(s3), ... ,O(s,)}.

According to III.B, the temporal nature (sequence pattern)
of trajectory has been included in the patterns of sub-trajectory.
The representation R of trajectory 7 is defined as the minimum
distance from all its sub-trajectories to each sub-trajectory pat-
tern:

R={r,....,rs...,rar}, where ri=min(O(s1),0(s2),. . .,0s,)).

The distance between trajectories can be defined as the
Euclidean distance of their representation:
d(R,R))=(|R-R)| (4)

From (4), it can be seen that the representations of similar

trajectories are also similar because their distances to sub-
trajectory patterns are close to each other, and vice versa.

Using the representation of trajectory, trajectory patterns
can be learned using a second SOM network. It is abbreviated
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as TPLN (Trajectory Pattern Learning Network) in the follow-
ing sections. The input layer of the TPLN has M neurons of
which each corresponds to a sub-trajectory pattern. The output
layer of the TPLN has N neurons which correspond to the pat-
terns of trajectory. Since the number of trajectory categories is
unknown, the value of N can be chosen arbitrarily. Larger N
can depict trajectory patterns more precisely. However, N must
be smaller than the number of training trajectories. The learn-
ing process and parameters are the same as SPLN, except using
(4) as the distance measurement function.

D. Merging Similar Patterns

After training, each neuron in TPLN corresponds to a tra-
jectory pattern which is described by the weight vector W,
Since the patterns of trajectory do not correspond to trajectory
categories, there may be similar patterns in the result learned.
In this section, an agglomerative hierarchical clustering algo-
rithm is used to merge the similar patterns and infer the best
classification of trajectories. During the hierarchical clustering
process, the maximal dissimilarity in cluster[13] is used to
judge the termination condition.

The algorithm consists of the following steps:

a) [Initialize: treat each trajectory pattern as a cluster and
produce the initial clustering Co={W,, i=1...N}. Then initialize
the proximity matrix using (4)

b) =0

c) repeat

d) k=kt+1

e) Find the least dissimilar pair of clusters in the
proximity matrix, say pair W; and W;

f) Merge clusters W; and W, into a single cluster
W=W,UW,; and produce the new clustering C=(C.-
UADERUM

g) Update the proximity matrix by deleting the rows and
columns corresponding to W; and W,. The proximity between
the new cluster W, and old cluster W is calculated by the
weighted pair group method average (WPGMA) algorithm:

= (dmm)+a(w,.m)

d(w,.m)=>

h) For each cluster / in C;

Calculate the average distance (/) and the variance o(/) of
the trajectory patterns in cluster /.

Calculate the maximum distance (/) between the trajectory
patterns in cluster I:

h([):maX {d( an VV[)s Wss VVL‘ € I}

1) until there is only one cluster in C; or the following
termination condition is satisfied:

1€ C: h(Dy>uDy+po(l) &)

3

return Cy.; as the trajectory classification result



(5) is the termination condition of the clustering process.
An intuitive explanation is that when merging two similar clus-
ters, the distance between the trajectory patterns is not far from
the average u, and vice versa. In (5), f is a predefined parame-
ter. The value of § determines the maximum dissimilarity be-
tween trajectory patterns in each category. According to the
central limit theorem, the distribution of the distance between
trajectory patterns in a category can be considered as a normal
distribution. So the distances in each category fall in the range
of one ¢ with a probability of 84.13% and fall in the range of
three o with a probability of 99.87%. Therefore, it is appropri-
ate to choose f from the range of [1,3].

Since the trajectory patterns have been classified into clus-
ters, the weight vector of each trajectory category can be calcu-
lated by averaging the weight vectors of the trajectory patterns
in the category. Assuming the number of trajectory categories
in Cy.; calculated by the above algorithm is X, the weight vector
of the trajectory category / can be defined as:

KI:ZWI./WZ:II

Wj el
The set of the trajectory categories can be defined as:

C:{Kl,Kz,...,KI,...,KX} (6)
Finally, any trajectory 7, can be classified using the follow-
ing algorithm:

a) Apply moving average filter to 7, and construct its
sub-trajectories

b) Calculate the representation of 7, using the output of
SPLN, which is denoted by R,

c) Find the smallest distance between R, and the weight
vectors in (6), the corresponding category is the best matching
category of 7,

IV. ANOMALY DETECTION AND ACTIVITY PREDICTION

A. Anomaly Detection

Based on the patterns learned, this paper proposes two
anomaly detection algorithms. One is sub-trajectory anomaly
detection algorithm which detects local abnormal activities
when object is moving. Another is trajectory anomaly detection
algorithm which detects global abnormal activities of the object
when the tracking is completed.

Given an incomplete trajectory 7T, its sub-trajectory set S,
can be constructed after smoothing. Considering any sub-
trajectory s; in S}, the distance between s; and its best matching
pattern w,. can be calculated. If the distance is larger than a
threshold ¢, s; is considered as abnormal. Suppose J. denotes
the training sub-trajectories whose best matching patterns are
w,, the threshold &. can be defined as the half of the maximal
Euclidean distance between w, and J_:

1
e, :EmeJlxd(s,wC) :

sed,

55

When the trajectory 7, is complete, the best matching cate-
gory of 7, can be found using its representation R,. If the dis-
tance between T, and its best matching category K; is larger
than a threshold ¢,, T, is considered as abnormal. Similar to &,
suppose J, denotes the training trajectories whose best match-
ing categories are Kj, the threshold ¢, can be defined as the half
of the maximal Euclidean distance between K; and the repre-
sentation of J,:

1
& =—maxd
¢ 2 ReJ,

(RK,).

B.  Activity Prediction

The trajectory categories learned represent the possible ac-
tivities in the scene. Given an incomplete trajectory, the follow-
ing activity of the object can be predicted by the matched tra-
jectory categories.

When the trajectory is complete, the trajectory classification
algorithm in III.D can judge its category accurately according
to its complete sub-trajectory distribution patterns. But when
the trajectory is incomplete, only portion of the final sub-
trajectory patterns can be determined. The classification algo-
rithm in III.D may make the wrong decision because of the
undetermined patterns. So we must find the determined sub-
trajectory patterns first.

Given part of a trajectory T, its most possibly determined
sub-trajectory patterns (MPDS) can be found using the follow-
ing steps:

a) Construct its sub-trajectory set S,

b) For each sub-trajectory s; in S, , find its best matching
sub-trajectory pattern i(s;) using (2)
¢) The set of the patterns found is defined as the MPDS
of T},

=1 i(s1), i(52)..i(s:)}

Using MPDS, the partial distance between 7, and the trajec-
tory category K; can be defined as:

d(Rp,KI):\/

. . 2
2 (R, (1)K, (7))
j€Q,
where R, is the representation of 7,

In order to compare the similarity between 7, and the tra-
jectory categories, the membership of 7), to trajectory category
K; is defined as:

(et
Sl k)]

Jj=1

u, (R, 7

From the definition of u,, it can be seen that 0<u;<1. Larger
value of membership indicates higher similarity between 7, and
the corresponding trajectory category. So the membership can



Figure 5. Trajectory category learning results
be used to predict the future activity of the moving object. The
trajectory category with the largest membership is chosen as
the most possible future activity of the object.

V.

The algorithm proposed in this paper is implemented using
Visual C++ 2005 on the Windows XP platform. The training
set contains 220 trajectories which are generated by object
tracker. The smoothed training set is shown in Fig. 3.

EXPERIMENTAL RESULTS

The number of input neurons in SPLN is 32 and the number
of output neurons is 144. To train the SPLN, the training cycles
n, is set to 2000. The initialized learning rate #(0) is 0.1 and ¢(0)
is set to cover all the output neurons. After 1000 cycles, # is
reinitialized to decrease from 0.01 and o is reinitialized to the
value which can make the final width decrease to one neighbor
of the winning neuron. The sub-trajectory patterns learned are
shown in Fig. 4. It can be seen that the sub-trajectory patterns
depict local activities closely.
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Figure 6. Anomaly detection experiment

TABLEI. DATA USED TO DETECT ABNORMAL SUB-TRAJECTORIES IN FIG. 6
No. of | Distance Between Sub-trajectory | Threshold | Detection
Figure and its Best Matching Pattern & Result

1) 0.1774 0.08296 abnormal
2) 0.1201 0.05389 abnormal
3) 0.09074 0.09430 normal

TABLE II. DATA USED TO DETECT ABNORMAL TRAJECTORY IN FIG. 6

No. of | Distance Between Trajectory and | Threshold | Detection
Figure its Best Matching Pattern & Result
“ 0.8207 0.3963 abnormal

Fig. 5 illustrates the trajectory categories generated by the
trajectory pattern learning and agglomerative hierarchical clus-
tering algorithm. The number of categories generated is 11.
Each category is represented by the trajectory whose distance
to it is the smallest in the training data set. During the learning
process, the number of output neurons in TPLN is 64 and the
threshold f is set to 3. It can be seen that the proposed algo-
rithm depicts the trajectory distribution completely and accu-
rately by using few categories.

Fig. 6 is an example of anomaly detection. In the figures,
both sub-trajectory and its best matching sub-trajectory patterns
are shown. The black line with symbol “4” represents the tra-
jectory of object. When an anomaly activity is detected, its best
matching pattern is marked with bold red line. Otherwise, the
pattern is marked with bold white line. Table I shows the data
used to detect abnormal sub-trajectories in Fig. 6, while Table
1T shows the data used to detect abnormal trajectory in Fig. 6.
Figure (1)-(3) show the sub-trajectory anomaly detection re-
sults, while figure (4) shows the trajectory anomaly detection
result. In (1), an ambulance is traveling in the wrong lane. It
can be seen in Table I that the distance between the sub-
trajectory and its best matching pattern is larger than the
threshold ¢.. The sub-trajectory is correctly marked as abnor-
mal. Similarly, the subsequent ambulance sub-trajectory in (2)
is also marked as abnormal. In (3), the ambulance travels in the
correct lane and the distance in Table I is smaller than its corre-
sponding threshold ¢.. So the sub-trajectory is correctly marked



Figure 7. Activity prediction experiment

“

Figure 8. Another activity prediction experiment

as normal. In (4), the complete trajectory of the ambulance is
marked as abnormal because the distance to its best matching
category is larger than the threshold ¢, in Table I1.

Fig. 7 is an example of activity prediction. In the figures,
the black line with symbol “4” represents the trajectory of the
vehicle and the white line represents the trajectory predicted.
The percentage besides the predicted trajectory represents the
membership of the vehicle trajectory to the predicted trajectory.
In (1), the car enters the scene and two most possible trajecto-
ries are shown. In (2)(3), as the car goes straight, the member-
ship to the forward trajectory is increasing while the member-
ship to the left-tune trajectory is decreasing. In (3), the mem-
bership to the left-tune trajectory is less than 10%. In (4), there
is only one predicting trajectory left and the membership to it is
more than 90%. Another similar example of activity prediction
is demonstrated in Fig. 8.

From the experimental results above, it can be seen that the
algorithm proposed in this paper can correctly detect the global
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and local abnormal activities of moving objects. It also predicts
the activities of the objects accurately and the prediction is
consistent with the human judgment.

VL

This paper proposes an object activity learning algorithm
based on self-organizing map (SOM) to detect anomaly events
and predict activities in intelligent visual surveillance system.
The algorithm uses two SOM networks to learn the patterns of
local and global activities in the scene respectively. Sub-
trajectories are constructed to reveal the local activities and
simplify the representation of trajectory. The local and global
activity patterns learned are used to detect local and global
anomaly events. A fuzzy set theory based predicting method is
also proposed to predict the activity of object. Experimental
results on real scene demonstrate the effectiveness of the pro-
posed algorithm.

CONCLUSION
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