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Abstract—Illumination change and expression variation are 
two main factors affecting the performance of some existing face 
recognition algorithms. Edge feature based methods are robust to 
illumination change and are easy to implement. But they don’t 
work well for the images with expression variation. In this paper, 
a novel face recognition method based on the fusion of binary 
edge feature and grayscale information is proposed to improve 
both the illumination and expression robustness. The second-
order mutual information (MI2) is introduced as the similarity 
metric of grayscale face images. Experimental results on AR 
dataset and Yale dataset, both with illumination and expression 
changes, show that the overall face recognition rate of the 
proposed method is better than that of some commonly used 
approaches, indicating that our method is more effective for 
practical uses. 
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I.  INTRODUCTION 
Human face recognition is one of the most direct 

technologies for personal identification and is the hotspot of 
pattern recognition and computer vision. It has many potential 
applications, such as bankcard identification, access control, 
security monitoring and surveillance. For the past two decades, 
many face recognition approaches have been proposed. Some 
of them were put into practical use [1-3]. 

Illumination change is one of the main factors affecting the 
performance of some existing face recognition algorithms. In 
order to reduce the influence of lighting variation, many new 
face recognition algorithms have been proposed in the past 
several years These methods can be roughly classified into 
three categories: statistical methods [4-6], model-based 
methods [7-10] and edge-based methods [11-13]. Statistical 
approaches, such as Eigenface method (also named PCA 
method) [4], Fisherface method [5], Bayesian-based methods 
[6] and so on, are easy to implement, but they need a number of 
images for each subject as training images to cover different 
illumination conditions, while this is often impractical. Model-
based methods exploited the fact that the set of images of an 
object in fixed pose is a convex cone in the space of images. By 
using a small number of training images per subject taken from 
different lighting condition, a generative model of the face can 
be reconstructed. For each pose, the corresponding illumination 
cone was approximated by a low-dimensional linear subspace 
and the basis vectors can be estimated using the reconstructed 

model. In order to construct the illumination cone, model-based 
methods also require a set of training images for each subject. 
Further more, because of the complexity of light sources and 
illumination changes, how to compute and obtain physically 
implemented lower-dimensional subspaces basis images 
requires deep investigation [7-10]. Edge reflects the 
discontinuity of intensity distribution in an image. It contains 
contour, structure and shape information of objects in an 
image. Cognitive psychological studies indicated that human 
beings recognize line drawings as quickly and almost as 
accurately as gray-level pictures. Further more, edge is 
insensitive to illumination changes. Based on edge features, 
B.Takacs et al. proposed an algorithm using Doubly Modified 
Hausdorff Distance (M2HD) [11], Y. Gao et al. used line edge 
to represent face and defined Line Hausdorff Distance (LHD) 
as similarity metric to match two line edge images [12]. 
Recently, J. Song developed a face recognition method based 
on binary template matching [13]. Experimental results show 
that the face recognition rates of all these edge-based methods 
are preferable, especially in varied lighting cases.  

Comparing with other two kinds of methods, edge-based 
face recognition approaches extract face features directly from 
testing images, without using of training images, hence this 
kind of methods is easier to implement in practical 
applications. While researches [12-13] show that although 
edge-based methods can obtain better illumination robustness, 
they don’t work well on the images with facial expression 
changes, especially with exaggerated expression changes, such 
as scream, which limits its application. In this paper, a novel 
face recognition method based on the fusion of binary edge and 
grayscale information is proposed to improve both the 
illumination robustness and expression robustness. 
Experimental results on Yale face database [14] and AR 
database [15] show that our method is effective for images with 
both illumination changes and facial expression variations. 

II. THE PROPOSED METHOD 

A. Image Similarity Metric Based on Single Feature 
1) Edge-based similarity metric—binary edge distance 

Let BTaI and BTeI be two binary edge images to be 
matched, TaIN and TeIN be the number of foreground pixels in 

BTaI and BTeI respectively, and overlapN be the number of 

common foreground pixels in BTaI and BTeI . The similarity 



         

between these two binary edge images, namely Binary Edge 
Distance (BED), is defined as [13]: 
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Obviously, the value of ),( BTeIBTaIBED  is between 0 
and 1. If two images are the same, TeITaIoverlap NNN == , so 

1),( =BTeIBTaIBED . If there is no overlapped foreground 
pixels, then 0=overlapN  and 0),( =BTeIBTaIBED . Thus, 

the greater the value of ),( BTeIBTaIBED , the more 
similar the two matched images. 

2) Grayscale-based similarity metric — second-order 
mutaual information distance 

Mutual information (MI) is a basic concept of Information 
Theory. It measures the statistical correlation of two random 
variables. It also reflects the amount of information of one 
variable carried by another variable. The mutual information of 
two images A and B, denoted with MI(A,B), can be defined in 
terms of the first-order entropies of these two images, denoted 
with H(A) and H(B), and their joint entropy H(A,B), i.e 
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The first-order entropy H(A) is often calculated using the 

grayscale probability distribution function )(ap  of each pixel 
in the image, i.e., 
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But this may lead to the overestimate of the true entropy of an 
image, because it is based on the assumption that the intensity 
values of each pixels in an image are probability-independent, 
which is often not true in practice. To address this problem, 
Rueckert et al.[16] proposed a new similarity metric based on 
second-order entropy and second-order mutual information 
(MI2). The second-order entropy of image A, denoted with 
H2(A),  can be defined as 
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where p(i, j) denotes the joint probability that a pixel has 
intensity value of i while its neighboring pixel has intensity 
value of  j. The value of p(i, j) can be estimated from 2D joint 
histogram. In order to compute MI2, the second-order joint 
entropy should be firstly calculated, it can be defined as 
follows: 
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where ),,,( lkjip denotes the joint probability that a pixel and 
its neighbor in image A  have intensity values of i  and j , 
respectively, while the corresponding pixel and its neighboring 
pixel in image B  have intensity values of k  and l , 
respectively. ),,,( lkjip can be estimated from 4D joint 
histogram. Like first-order MI, the second-order mutual 
information, denoted with ),(2 BAMI , can be calculated with 
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It can be further normalized as 
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In this paper, the normalized second-order mutual 
information distance ),(2 BANMID defined in (7) is used as the 
similarity metric of two images. Obviously, it is based on the 
grayscale feature of images. The intensity value j  of the 
neighboring pixel in (4) and (5) is estimated using the mean 
value of four-neighboring pixels [17]. 

B. Face Recognition Based on the Fusion of Binary Edge 
and Grayscale Features 
There exist three kinds of information fusion methods, i.e. 

fusion at feature level, fusion at matching score level and 
fusion at decision level. In this paper, the third kind 
information fusion method is adopted for our face recognition 
purpose. The detailed feature fusion scheme is illustrated in Fig 
1.  

Let TeI  be grayscale image to be tested, iTaI  

),,2,1( ni "=  be target grayscale images, n  is the number  

 

S

Input image 

Figure 1．Face recognition based on the fusion of edge and grayscale features 
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of target images. Let BTeI and iBTaI  be the corresponding 

binary edge image of TeI  and iTaI , respectively, 

),(2 iTaITeINMID  be the MI2 distances between TeI  and 

iTaI  calculated using (7),  ),( iBTaIBTeIBED be the BED 

distances between BTeI and iBTaI  calculated using (1),. 

),(_ 2 iTaITeINMIDN and )I,(_ iBTaBTeIBEDN  be the  

improved version of ),(2 iTaITeINMID  and 

),( iBTaIBTeIBED , respectively, with their values 
normalized to [0,1]. Then, The similarity metric by fusing the  
binary edge and grayscale features, denoted with 

),( iTaITeIS , is defined as follows: 
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where ρ is an adaptive weight factor defined as follows: 
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where )(mean is a mean value function. The matching result 

of tested image TeI , denoted with RTaI , is determined by 
the following rule:  
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III. EXPERIMENTAL RESULTS AND ANALYSIS 
The AR face database [14] and the Yale face database [15] 

are used for our face recognition experiments. For each subject, 
only one image is selected as the target image. All the images 
including those in the target group were manually normalized 

in geometry and grayscale using the method described in [18].  
The distance between two irises is set to 60 pixels and the 
resolution of the normalized images is 120×120. The binary 
edge features are extracted using the LAT algorithm proposed 
in [19]. Some normalized face images and their corresponding 
binary maps are shown in Fig. 2 and Fig. 3. 

The AR image set used includes all 931 images stored on 
the first four CD- ROMs of the AR database. These images 
were taken from 133 subjects with three lighting variations (left 
light on, right light on, and all side lights on) with neutral facial 
expression, and four facial expression variations (neutral, 
smile, scream and anger) under normal lighting condition. At 
testing stage, 133 images with neutral expression and normal 
illumination condition are selected as target images. The rest 
798 images are divided into 6 groups. Each group was tested 
individually. 

The Yale image set used consists of the 135 images of 11 
subjects with different illumination and different expression 
conditions. All these images are divided into 9 groups, 
corresponding to different lighting conditions and facial 
expressions. Each group has 15 images. The group with normal 
illumination and neutral expression is chosen as target group. 
The other eight groups, corresponding to three variations in 
lighting condition (center light, left light, right light) and five 
facial expression variations (happy, sad, sleepy, surprised, 
wink), are selected as test images. 

TABLE Ⅰ  and TABLE Ⅱ  show the face recognition 
results of five different methods on the AR images and Yale 
images, respectively. These approaches are: (1) the BED-based 
method, (2) the NMID2-based method, (3) the proposed feature 
fusion based method, (4) the M2HD method and (5) the PCA 
method. 

From TABLE Ⅰ and TABLE Ⅱ, we can conclude  that: 

a) For images with lighting changes, the BED based 
method achieves better average face recognition rates than 
another binary edge feature based M2HD method on both the 
AR subset and Yale subset used. Also, the NMID2 based 
method obtain better performance than another grayscale 
feature based PCA method on these images. 

b) For images with expression changes, on both the AR 
subset and Yale subset, the edge based methods, including 
M2HD approaches and BED based method, are not as good 
as the grayscale based methods, such as the NMID2 based 
method and the traditional PCA method. This is coincide with 
the results reported in [12] and [13]. 

c) The proposed feature fusion based method achieves 
an overall face recognition rate of 87.72% on AR images and 
that of 84.17% on Yale images. Both are better than the face 
recognition results obtained using other methods. This 
indicates that by combing the edge feature and grayscale 
feature together, the proposed method can achieve both better 
lighting robustness and better expression robustness, leading 
it  more applicable in practical uses.  

IV. CONCLUSION 
The illumination change and expression variation are two



         

 
 

 

TABLE I.  FACE RECOGNITION RATES OF DIFFERENT METHODS ON AR IMAGES  (%) 

Different lighting Different expression 
Methods 

left light on right light on all side lights on average Smile Anger Scream average 
Overall

BED 91.73 92.48 87.22 90.48 87.97 72.18 26.32 62.16 76.32 
NMID2 95.49 98.50 87.97  93.99 93.98 93.98 50.38  79.45 86.72 

Proposed 

method 
98.50 98.50 93.98  96.99  95.49 91.73 48.12  78.45  87.72  

M2HD 89.47 90.98 66.17 82.21 73.68 75.94 17.29 55.64 68.93 
PCA 66.17 51.88 77.44 65.16 90.98 80.45 42.86 71.43 68.30 

TABLE II.  FACE RECOGNITION RATES OF DEFFERENT  METHODS ON YALE  IMAGES  (% ) 

Different lighting Different expression 
Methods 

center-light left-light Right-light average happy sad sleepy surprised wink average 
Overall 

BED 80.00 93.33 93.33 88.89 86.67 86.67 60.00 86.67 73.33 78.67 82.50 

NMID2 80.00 33.33 66.67 60.00 100.00 93.33 86.67 100.00 80.00 92.00 80.00 

Proposed 

method 
93.33 66.67 80.00 80.00 100.00 86.67 73.33 93.33 80.00 86.67 84.17 

M2HD 86.67 86.67 86.67 86.67 73.33 93.33 73.33 73.33 86.67 80.00 82.50 

PCA 73.33 26.67 53.33 51.11 100.00 93.33 66.67 86.67 86.67 86.67 73.34 
 

urgent problems to be solved for face recognition nowadays. 

Edge feature based methods have good illumination 
robustness, but they are less robust to expression change than 
grayscale feature based methods. Considering the limitations of 

single edge feature or grayscale feature based methods, a novel 
method by fusing edge feature and grayscale feature is 
presented in this paper. Experimental results on both AR 
images and Yale images show that the proposed method 

Figure 3．Corresponding binary edge images of Fig.2  (top: AR images, bottom:Yale images) 

Figure 2．Example of normalized face image (top: AR images, bottom: Yale images) 



         

achieves better overall face recognition rates than other 
commonly used edge based or grayscale based method  

The future work is to develop more effective feature fusion 
scheme to further improve the face recognition performance.  
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