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Abstract—As Gaussian minimum shift keying (GMSK) mod-
ulation scheme is adopted for body area network (BAN) appli-
cations, fast and power efficient synchronization algorithms for
GMSK are desired considering the limited resources in BAN.
We propose new synchronization algorithms for GMSK with
the constraints of low complexity and low signal-to-noise ratio.
Our new feedforward timing and frequency recovery algorithms
can provide much better performance than those with similar
complexity in the literature. The overall bit error rate (BER)
performance of the GMSK system is within 1 dB loss compared
to that with perfect synchronization.

I. INTRODUCTION

Recently, there are strong demands for body area networks
(BAN) technology coming from the various parties such as
medical and healthcare societies as well as information and
communication industries [1]. One key challenges of BAN is
the stringent power requirement, especially for the implanted
medical devices. The sensors in BAN are required to have less
than 1 mW power consumption, which is challenging given the
wide range of data rates [1].

Gaussian minimum shift keying (GMSK) modulation
scheme has been adopted in IEEE 802.15.6 for wireless BAN
due to its spectral efficiency and constant-envelope property.
Although GMSK has the high power and spectral efficiency,
the traditional high complexity Viterbi algorithm (VA) at the
receiver impedes the wide-spread usage of GMSK in BAN.
We proposed a simple symbol-by-symbol (SBS) demodulator
for GMSK in [2], which can achieve comparable perfor-
mance to VA with a lower complexity. The proposed IQOE-
demodulator in [2] is an energy-efficient, low-complexity
GMSK demodulator and is suitable for BAN applications.
Perfect synchronization is assumed in [2] to focus on the
design of the demodulator. Here, we will extend to practical
scenarios by considering imperfect synchronization caused by
synchronization algorithms at the receiver.

Synchronization is a multi-parameter estimation problem. It
includes the synchronization of symbol timing offset (STO),
carrier frequency offset (CFO) and carrier phase offset (CPO).
There are extensive research on synchronization problems.
The maximum-likelihood or maximum-a-posteriori based joint
estimation are of considerable theoretical interest but usu-
ally too complicated for implementation [3]. Considering the
limited resources in BAN and burst transmission character-
istics, fast synchronization algorithms with low complexity
are necessary. Thus, we focus on feedforward synchronization
methods, which can avoid the hang-up problem in feedback

methods [4]. A fully digital feedforward method for joint
CFO and STO estimation was proposed in [4] for MSK
signals. This method cannot apply to narrow-band GMSK
signals since the performance is poor [5]. Joint frequency
and timing recovery method was proposed in [5] for general
MSK-type modulation. The method requires to compute the
combination of multiple correlation functions with different
time lags, which leads to a higher complexity. In [6], joint
phase and timing synchronization algorithms were proposed
for MSK-type signals. However, the effects of CFO on the
algorithms are not examined. Synchronization algorithms for
GMSK in [7] are convenient for fully digital implementation.
However, this method requires a specific training sequence
pattern. Furthermore, the synchronization performance is not
satisfactory for BAN applications considering the constraint of
low power consumption. We will examine the synchronization
for GMSK by considering all the three parameters with the
constraints of low signal-to-noise ratio (SNR) and low com-
plexity. Novel STO and CFO synchronization algorithms are
proposed. Numerical simulations are used to evaluate various
synchronization algorithms. Finally, the overall bit error rate
(BER) performance for both uncoded GMSK systems with
imperfect synchronization will be presented.

II. OVERALL BASEBAND RECEIVER STRUCTURE

Since coherent detection performs better than noncoherent
detection, we adopt coherent detection for its power efficiency.
Synchronization is necessary for coherent detection. Symbol
timing synchronization is to estimate the correct sampling
times to reduce the intersymbol interference. Carrier offset
and phase offset caused by the unstable oscillator also need be
compensated to improve the performance. In IEEE 802.15.6,
preamble is used to aid the receiver in packet detection, timing
synchronization and carrier-offset recovery. Each preamble is
constructed by concatenating a length-63 m-sequence and a
length-27 extension sequence. The entire receiver diagram is
shown in Fig. 1. There are two main parts to the receiver,
namely, synchronization and SBS data detection. The detection
part has been discussed in [2]. We will examine the synchro-
nization part in details in the following sections.

III. SIGNAL MODEL

The complex envelope of the received baseband GMSK
signal can be written as

r(t) = ej[2πνt+θ]s(t− τ) + w(t) (1)
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Fig. 1. Receiver Diagram with Synchronization and Detection.

where ν is the CFO, θ is the CPO, and τ is the STO. The noise
process w(t) is complex-valued Gaussian with independent
real and imaginary components, each with two-sided power
spectral density σ2 = N0/(2Eb), Eb being the received signal
energy per symbol. The transmitted signal s(t) is given by

s(t) = ejψ(t;a) (2)

where
ψ(t;a) = π

∑
k

akq(t− kT ) (3)

is the information bearing phase. Here, a = ai are independent
data symbols taking on the values of ±1 with equal probability,
T is the symbol period, and q(t) is the phase pulse of the
modulator, i.e., the integration of the frequency pulse g(t).

To facilitate the estimation of STO, CFO and CPO, the
baseband signal s(t) in the nth symbol duration, i.e., nT ≤
t ≤ (n+ 1)T , is rewritten as [2]

eψ(t;a) = exp

(
j
π

2

n−2∑
k=0

ak

)
n∏

k=n−1

exp [jπakq(t− kT )] .

(4)
Denote

α0,n = exp

(
j
π

2

n∑
k=0

ak

)
(5)

and α1,n = (jan)α0,n−2. It can be shown that s(t) in (4) can
be given by a linear form as [2]

s(t) = eψ(t;a) =
1∑
i=0

n∑
k=n−2

αi,khi(t− kT ) . (6)

The possible values of αi,n are {±1, ±j}. Without loss of
generality, we initialize α0,−2 = 1 by assuming no data being
transmitted up to time t = −T , and a−1 = 1. Here, we
decompose the nonlinear GMSK signal s(t) into sums of
amplitude modulated pulses in two dimensions. The pulse
shaping filters are h0(t) and h1(t), respectively. In [2], we
have obtained h0(t) = p(t− T )p(t− 2T ) for t ∈ [0, 3T ] and
h1(t) = p(t− 2T )p(t+ T ) for t ∈ [0, T ], where p(t) is

p(t) =

 cos [πq(t)] , t ∈ [0, 2T )
p(−t) , t ∈ (−2T, 0]
0 , |t| ≥ 2T .

(7)

For GMSK signals, the frequency pulse g(t) is the convolution
of a low-pass Gaussian filter with a rectangular pulse with a
duration of T and a magnitude of 1/(2T ), i.e.,

g(t) =
1

2T

{
Q

[
2πB√
ln 2

(
t− 3T

2

)]
−Q

[
2πB√
ln 2

(
t− T

2

)]}
.

(8)
Here, B is the 3-dB bandwidth of the Gaussian low-pass
filter, and Q(x) = 1/

√
2π
∫∞
x
e−t

2/2dt. The frequency pulse
g(t) is usually time truncated to the interval [0, LT ] and is
normalized, i.e.,

∫ LT
0

g(t)dt = 1
2 . In IEEE 802.15.6, the design

parameter BT is 0.5. For BT = 0.5, we can choose L = 2
since g(t) is almost zero for t > 2T .

Replacing s(t) using its linear expression in (6), we can
rewrite the signal model (1) in a discrete form as

rk,n = ej[2πν(kT+n T
N )+θ] × (9)

1∑
i=0

k∑
l=k−2

αi,lhk

(
(k − l)T + n

T

N
− τ

)
+ wn,i

Here, rk,n and wn,i denote the samplers of the received signal
and the noise at time t = kT + n TN , respectively, where
N is the oversampling rate. Ts = T

N is the sampling time.
This linear representation form of GMSK is similar to that
of PAM modulation but with inter-symbol interference (ISI).
For the extreme case of no ISI, the signal can be reduced to
MSK. Thus, this motivates us to propose new synchronization
methods for GMSK by combining those methods for MSK
and the methods of reducing noise/interference.

IV. SYMBOL TIMING OFFSET ESTIMATION

As mentioned, the MCM method proposed in [4] is specif-
ically designed for MSK, and its performance with GMSK
is found to be poor. However, the feedforward structure
of this timing recovery method is quite efficient for burst
transmission. We will modify this known method and apply it
to GMSK. It turns out that significant improvements can be
achieved by our modified TO estimation algorithm.

The key idea in the MCM method is to use the nonlinear
combinations of delayed versions of the baseband signal which
contain periodic components that can be exploited for clock
recovery. The following fourth-order nonlinear transform is
commonly used in synchronization for MSK-type signals:

z(t) = E
{
[x(t)x∗(t−mT )]

2
}

(10)

where E{·} denotes expectation operation, and m is an integer.
It has been shown in [5] that if x(t) = r(t), z(t) is given by

z(t) = ej4πmνT g(t− τ) + n(t) (11)

where n(t) is a noise term and the periodic signal g(t) is

g(t) = E
{
ej2[ψ(t;a)−ψ(t−mT ;a)]

}
(12)

=
∞∏

k=−∞

cos (2π [q(t− kT )− q(t− (k +m)T )]) .

Thus, the timing information can be extracted from z(t). In the
MCM method [4], m = 1 is used for MSK signals. To improve
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the performance for GMSK, several periodic signals with
different values of m are combined together to estimate TO in
[5]. The drawback of this method is the increased complexity.
Here, we simply use one correlation function with m = 2. The
structure is similar to the MCM method which can be easily
implemented in hardware. However, the received signal r(t)
is first filtered by using a low-pass filter to improve the SNR
for TO estimation. The matched filter is used to maximize the
SNR at the receiver. From (6), a bank of two matched filters is
optimum to maximize the SNR of the received GMSK signal.
However, considering h1(t) << h0(t) [2], we will just use
one-dimensional matched filter h0(t) at the receiver to reduce
complexity. Then, the output of the matched filter is fed into
TO estimator. Thus, the key difference of our method and those
in [4] and [5] is the input to the nonlinear transform function.
In our method, the x(t) is

x(t) = r(t)⊗ h0(−t) (13)

Denote xk,n = x(t)|t=kT+nTs . The full digital timing syn-
chronization is given by

τ̂ = − T

2π
arg

N−1∑
n=0

{
LT−1∑
k=0

[xk,nx
∗
k−2,n]

2

}
e−j2πn/N (14)

where arg(·) denotes the phase operation, and LT is the ob-
servation duration for timing synchronization. The simulation
results show that there is much improved performance of our
method compared to the MCM method, especially at low SNR.

V. CARRIER FREQUENCY OFFSET ESTIMATION

With the estimated STO, the received signals are interpo-
lated to obtained the samplers at the correct sampling time.
Then, the time synchronized received signals are used for
CFO estimation. With the preamble, data-aided CFO estimate
methods can be used. Fitz estimator proposed in [9] is one
of the widely used frequency estimator due to its accuracy
and easy implementation. The method uses the phase of the
correlation of the delayed versions of the demodulated signals.
However, the accuracy of this estimator is dependent on the
value of the delay. To achieve better estimation accuracy, a
large value of the delay is required, which leads to a smaller
synchronization range. In BAN applications, there may require
a wider synchronization range due to the hardware limitation.
Then, the delay cannot be too large. The maximum delay is
upper bounded by

Dmax <
1

2|νmax|T
. (15)

Due to the limitation of the maximum delay, the accuracy
of CFO estimation using the traditional Fitz method at the
symbol level may not be satisfied. We thus extend the Fitz
method to the sample level as following. The sampling of the
demodulated signal is denoted as

y(iTs) = r(iTs)s
∗(iTs − τ̂) (16)

= ej[2πν(kT+nTs)+θ+ϕ(iTs)] + n′(iTs)

where k = ⌊ iN ⌋, and n = i−Nk. The phase ϕ(iTs) is caused
by timing estimation error, and n′(iTs) is a zero-mean noise
term. When timing estimation is accurate, we can neglect the
effects of ϕ(iTs). The estimation of ν is given by

ν̂ =
1

πD(ND + 1)T

ND∑
m=1

argR(m) (17)

where D is a parameter less than Dmax, and R(m) is

R(m) =
1

NLf −m

NLf−1∑
i=m

y(iTs)y
∗((i−m)Ts) . (18)

Lf is the observation duration for CFO estimation. Comparing
with eq. (30) in [9], our method is operating at sample level
which can significantly improve the estimation performance.
This is because the delay length at the sample level is
effectively increased by multiples of the oversampling rate N .

VI. CARRIER PHASE OFFSET ESTIMATION

The CFO caused phase rotation in y(iTs) can be compen-
sated by using the estimated ν̂ in (17). After CFO compensa-
tion, the CPO estimation can be directly obtained as

θ̂ = tan−1

∑Lθ−1
i=0 ℑ[yc(iTs)]∑Lθ−1
i=0 ℜ[yc(iTs)]

(19)

where ℜ[·] and ℑ[·] denote the real and imaginary part of
a complex, respectively. Lθ is the observation duration for
phase synchronization, and yc(iTs) is the CFO-compensated
demodulated signal given by

y(iTs) = e−j[2π(kT+nTs)ν̂]y(iTs) (20)

where k = ⌊ iN ⌋ and n = i −Nk. It is worth noting that the
value of Lθ is based on the varying property of the phase. In
general, the larger value of Lθ brings a better phase estimation,
provided that the phase θ is constant over the duration of
Lθ. However, due to the residue CFO caused by imperfect
frequency estimation, the phase is slowly changing over time.
Thus, the value of Lθ cannot be larger than the coherence
time of the phase process. With the aid of preamble, an initial
estimate of the phase θ can be obtained. This phase estimate
will be updated during the data transmission using the same
method with data-decision feedback.

VII. NUMERICAL RESULTS

The frequency band for GMSK modulation defined in IEEE
802.15.6 is 420-450 MHz. The supported data rate is 151.8
kbps. Assuming the local oscillator has ±20ppm variation for
carrier frequency, the maximum CFO will be νmax = 18 kHz,
and the maximum normalized CFO will be within the range
of [−0.1, 0.1]. The STO and PO are assumed to be uniformly
distributed among [−0.5T, 0.5T ] and [−π, π], respectively.
In simulations, random values for CFO, STO, and PO are
used for each implementation. Given the preamble structure,
the observation durations LT , Lf and Lθ are 90, 63 and 27,
respectively.

Fig. 2 and Fig. 3 show the performance comparison between
our proposed method and those in the literature for TO and

219



4 6 8 10 12 14 16 18 20
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

Eb/N0 dB

M
e
a
n
 S

q
u
a
re

 E
rr

o
r 

o
f 
T

O
 E

s
ti
m

a
ti
o
n

MCM method

Proposed method

MCRLB

Fig. 2. Performance comparison of different timing synchronization for
GMSK.
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Fig. 3. Performance comparison of different CFO synchronization for
GMSK.

CFO estimation, respectively. The estimation performance is
evaluated using the mean square error. The modified Cramer-
Rao bound (MCRB) in [10] is used as a benchmark. For CFO
estimation, D = 2 is chosen due to the maximum value of
the normalized CFO. The results show that our methods can
provide much improved TO and CFO estimation, especially
for low SNR. Our proposed methods can achieve similar
performance to those in [5] but with reduced complexity.

In Fig. 4, the overall BER performance of GMSK over
AWGN channel with our synchronization algorithms is pre-
sented. Differential-encoded IQOE demodulator in [2] is used
for SBS data detection. Compared to the perfect synchroniza-
tion case, the overall performance loss caused by imperfect
TO, CFO and PO estimation is less than 1 dB.

VIII. CONCLUSIONS

Improved feedforward timing and frequency synchroniza-
tion algorithms were proposed. The feedforward structure
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Fig. 4. BER performances of GMSK over AWGN with perfect and imperfect
synchronization.

adopted can be easily implemented in hardware and can avoid
hang-up problem. These advantages are suitable for burst
transmission mode in BAN. Due to the low SNR operation
constraints in BAN, we propose the use of the matched
filter to maximize SNR at the receiver which then leads
to improved timing synchronization performance. For CFO
estimation, a sample-level method is proposed to handle the
wide synchronization range caused by hardware limitation.
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