Level Set Segmentation with Both Shape and Intensity Priors
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Abstract

We present a new variational level-set-based segmentation formulation that uses both shape and intensity prior information learned from a training set. By applying Bayes’ rule to the segmentation problem, the cost function decomposes into shape and image energy parts. The shape energy is based on recently proposed nonparametric shape distributions, and we propose a new image energy model that incorporates learned intensity information from both foreground and background objects. The proposed variational level set segmentation framework has two main advantages. First, by characterizing image information with regional intensity distributions, there is no need to balance image energy and shape energy using a heuristic weighting factor. Second, by incorporating learned intensity information into the image model using a nonparametric density estimation method and an appropriate distance measure, our segmentation framework can handle problems where the interior/exterior of the shape has a highly inhomogeneous intensity distribution. We demonstrate our segmentation algorithm using challenging pelvis CT scans.

1. Introduction

In recent years, much work on geometric active contours, i.e., active contour models implemented via level set methods, has been proposed to solve a large number of image segmentation problems. The basic idea is that a contour \( C \) in a domain \( \Omega \) can be represented by the zero level set of a higher level embedding function \( \phi : \Omega \rightarrow \mathbb{R} \). Rather than directly evolving the contour \( C \), one evolves the level set function \( \phi \). The embedding function \( \phi \) is defined as the signed distance function (SDF) with \( \phi > 0 \) inside the shape, \( \phi < 0 \) outside the shape and \( |\nabla \phi| = 1 \) almost everywhere. Compared with traditional parametric active contours, also known as “snakes” [15], geometric active contour models have several advantages. For example, re-parametrization is not required and the curve evolution process can easily handle topology changes like merging and splitting.

The evolution of the level set function \( \phi \) is governed by a partial differential equation (PDE). One way of obtaining this PDE is to convert from an evolution PDE of a parametric active contour [27]. Alternately, one can directly derive the PDE from a certain energy functional \( E(\phi) \) on the space of level set functions and subsequently minimize this functional by calculus of variations methods:

\[
\frac{\partial \phi}{\partial t} = -\frac{\partial E(\phi)}{\partial \phi}.
\] (1)

These methods are known as variational level set methods [32]. One advantage of this formalism is that we can directly incorporate statistical prior information into the segmentation framework by the careful design of \( E(\phi) \).

The introduction of statistical prior information into the level set framework has greatly enhanced the performance of many image segmentation algorithms. The basic idea is to obtain the best \( \hat{\phi} \), and thus the segmentation boundary \( C \), by maximizing the conditional probability:

\[
\hat{\phi} = \arg \max p(\phi|I) \\
\propto \max \left( p(I|\phi) \cdot p(\phi) \right) \\
= \arg \min \left( -\log(p(I|\phi)) - \log(p(\phi)) \right) \\
= \arg \min \left( E_{\text{image}} + E_{\text{shape}} \right) \tag{2}
\]

where \( I \) is the input image, and \( E_{\text{image}} \) and \( E_{\text{shape}} \) denote image and shape energy functions.

In this paper, we propose a new variational model that has several advantages over previous methods:

1. Although numerous image energies and shape energies have been proposed in recent years, most of them need a weighting factor to balance the two energy functionals in order to make both of them equally important to the segmentation, i.e.,

\[
E = \frac{1}{\beta} E_{\text{image}} + E_{\text{shape}}. \tag{3}
\]

Most papers treat this problem as minor and no further discussion on how to choose this weighting factor is
made. However, as Dambreville et al. [11] pointed out, careful analysis is often required to tune this factor to get good segmentations. In this paper, we base the image energy on regional intensity distributions (i.e., normalized histograms) and show that the image energy and shape energy are approximately the same magnitude; hence no heuristic weighting factor is required.

2. When training images are available and faithfully represent the expected intensity variation of regions inside and outside the desired contour, we present a method that learns these intensity distributions by using non-parametric density estimation techniques and drives the segmentation accordingly. We demonstrate that the added information is important in a discussion of challenging medical image segmentation problems that exhibit highly inhomogeneous intensities, or no visible intensity changes around the true object boundaries.

2. Related Work

In the following, we briefly review some of the important related work on statistical approaches to level set segmentation. For a complete review and discussion, we refer the reader to a recent review paper [9].

2.1. Shape Energy

An early approach to modeling shape energy was based on the assumption that the segmentation should prefer a smooth partitioning boundary. This is usually referred to as a shape regularization term, where the curve’s length, curvature or interior area is typically incorporated into a penalty term [15, 22]. Such geometric shape priors are still widely used in general image segmentation when further shape prior information is not available.

While this geometric shape constraint term helps to overcome a certain amount of noise, it gives no further information about which contours are more likely to appear than others beyond being smooth. Furthermore, penalizing the curve to have smaller length or curvature may cause the contour to shrink too much or miss some fine details. Because the segmentation problem can be formulated as a Bayesian inference, we can introduce higher-level prior knowledge into the shape model.

Leventon et al. [19] proposed to represent shapes by signed distance functions (SDFs) and perform Principal Component Analysis (PCA) on the set of training SDFs. They incorporated the learned shape information into a geodesic active contour model (GAC) [4] as an additional global shape force to drive the embedding function to the most likely shape. Tsai et al. [29] also performed PCA over the space of SDFs, proposing an efficient method of optimizing the PCA coefficients of the first few eigenmodes directly. However, direct PCA on the space of SDFs has the limitation that since the space of SDFs is not linear, neither the mean level set nor a linear combination of eigenmodes will correspond to a valid SDF. Nevertheless, Kim et al. [16] pointed out that these methods work well in practice since the shape manifold that holds the training shapes is approximately flat and the space of SDFs can be approximated by a linear space when the shape variation is relatively small. Instead of linear PCA, Dambreville et al. [11] proposed to use kernel PCA (KPCA) to model the shape variation and incorporate the distance between shapes in feature space into a GAC framework. The use of KPCA allows the extraction of nonlinear structure in the space of SDFs, and therefore performs better than linear PCA.

One limitation associated with the PCA-based methods is that they typically use the first few principal components in the feature space to define the shape distance and shape prior. As a consequence, they may need a large number of eigenmodes to capture fine details. Defining a shape prior on the space of SDFs directly seems to be a more natural approach. Various groups have proposed to use a distance measure between the evolving level set and a reference level set as the shape prior term [2, 10, 26]. For a detailed analysis of different shape distances and statistical shape analysis, we refer the reader to the work by Charpiat et al. [7].

Learning a reference level set from training shapes often makes some statistical assumptions, e.g., the training shapes are distributed according to a Gaussian distribution. This is not always realistic since many real-world objects undergo complex shape variations in different scenarios. Recently, Cremers et al. [8] and Kim et al. [16] proposed to use the nonparametric technique of Kernel Density Estimation (KDE) to model the shape variation. This allows the shape prior to approximate arbitrary distributions. We will make use of this powerful technique in our model.

Often, rigid pose transformations are treated independently of shape. Frequently, another set of explicit pose parameters is added into the shape model and both types of parameters are iteratively optimized. As Cremers et al. [8] pointed out, such iterative optimization schemes often need careful tuning (e.g., gradient descent step size, order of parameter iterations). Instead, they proposed a shape dissimilarity measure invariant to certain pose transformations, using an intrinsic registration of the evolving level set function. We also use this approach in our work.

2.2. Image Energy

Unlike traditional edge-based active contour models [4, 15] that depend on large image gradients to stop the curve evolution, region-based active contour models are more robust to noise and can detect objects with very diffuse boundaries. In this section, we focus on formulations where the image domain can be partitioned into a foreground object $\Omega_{\text{in}}$ and background $\Omega_{\text{out}}$, and the intensity distributions in
different partitions are assumed to be independent. This lets us rewrite the image energy:

\[- \log(p(I|\phi)) = - \log(p(I|\Omega_{in})) - \log(p(I|\Omega_{out})). \quad (4)\]

One way of modeling the image energy is to assume that the image \(I\) in each region is characterized by the individual intensity values at different locations \(x\) and the intensity values are i.i.d. The above functional reduces to:

\[- \log(p(I|\phi)) = - \int_{\Omega_{in}} \log(p_{in}(I(x)))dx - \int_{\Omega_{out}} \log(p_{out}(I(x)))dx. \quad (5)\]

Equation (5) is the image energy model for many papers [33]. Chan and Vese [6] pioneered the idea of “active contours without edges” by assuming that both \(p_{in}\) and \(p_{out}\) are Gaussian distributions with the same variance. Their method can be also viewed as an extension of the classical Mumford-Shah model [22]. Rousson and Deriche [25] also proposed to model \(p_{in}\) and \(p_{out}\) as Gaussian distributions with different variances. Heiler et al. [12] used Laplace distributions to segment natural images. These parametric methods can be severely affected when the parametric model is not correct. Later, several authors proposed to use nonparametric methods to model those distributions [13, 17]. These methods are all based on the assumption that pixels belonging to one region all share the same probability distribution; thus, they cannot handle the image inhomogeneity problem. In [28] and [30], the authors proposed to approximate the image \(I\) by two smooth functions \(u^{-}(x)\) and \(u^{+}(x)\) defined in the subregions \(\Omega_{in}\) and \(\Omega_{out}\). Such methods have the ability to overcome the image inhomogeneity problem, but they are computationally expensive since they need to update \(u^{-}\) and \(u^{+}\) constantly by solving extra PDEs. Recently, several authors proposed to incorporate local intensity statistics into a variational framework [3, 18, 20]. Instead of modeling the intensity distribution globally for each region, local region models take the pixels’ spatial position into account. For example, in (5), \(p_{in}\) and \(p_{out}\) would also be functions of \(x\).

Most of the above methods make statistical assumptions on the intensity values, and solve the segmentation in terms of a Maximum Likelihood approach. Another type of image energy model tries to partition the image so that the discrepancy between the intensity distributions of the inside and the outside is maximized. Yezzi et al. [31] proposed to use empirical moments such as the regional mean and/or variance to drive the segmentation. Although virtually all probability distributions can be uniquely represented by (either finite or infinite) sets of their moments, using moments to compare two distributions raises the question of the numbers and orders needed. Instead, one can use the entire shape of the distributions, therefore taking into account the infinite number of empirical moments. Recently, Michailovich et al. [21] proposed to use the Bhattacharyya distance between the inside and outside distributions to drive the segmentation. However, since these methods have no probabilistic meaning, statistical information is difficult to incorporate.

In real world applications, especially in medical images, objects of interest often exhibit highly inhomogeneous intensity distributions that are problematic for existing methods. For example, Fig. 1 illustrates the segmentation of the rectum in Computed Tomography (CT) imagery using the Chan-Vese method [6] and a recent localized active contour method [18]. Due to the highly inhomogeneous intensity distribution of both the foreground and the background, neither of the two methods gives satisfactory results.

Incorporating learned information is one solution. When a reference contour or contours are available, many papers propose to combine a shape energy with an image energy discussed above. Since the shape energy is usually defined using the contour itself or the corresponding SDF, it is a global energy. However, most work assumes that intensities at different locations are independent of each other, and the image energy is based on local pixels and integrated over the domain. Therefore, the image energy is typically very large compared to the shape energy, and a weighting factor is introduced to balance them. In Fig. 2, we show the segmentation results using the nonparametric shape distribution [8] as the shape energy and the Chan-Vese model as the image energy using different values for the weighting parameter in (3). We can observe that in this case, the value of the weighting parameter plays an important role. If it is too small, then the image energy will dominate the energy functional and the segmentation result is similar to Fig. 1(c). If the weighting parameter is too large, the shape energy will dominate the energy functional and the result will not take the intensity information into account. In practice, tuning this parameter is not easy and may not be done automatically. Furthermore, too many local minima will make choosing a stopping criterion difficult.

The fundamental reason for the above segmentation failures or difficulties is that the image descriptor (e.g., pixel) is local while the shape descriptor (e.g., SDF) is global. Incorporating learned global intensity information (e.g., histograms) along with shape information into the segmentation framework is one possible solution. Existing methods typically assume that one reference distribution \(h_{in}\) and \(h_{out}\) for each region is available. Rousson and Cremers [24] incorporated such distributions into (5) and defined the image energy accordingly; however, the pixel independence assumption is still made. In [1, 5, 14], the authors proposed to minimize a distance measure between the reference and the current distributions \(h_{in}, h_{out}\); however, since no training shapes are used, the competition between the shape en-
ergy and the image energy is not a issue in their work. In this paper, we extend the second approach to the situation when multiple training images and shapes are available, and combine the learned intensity and shape information into a systematic method where no weighting factor is required.

Figure 1. Rectum segmentation in CT imagery. The green curve is the ground truth. (a) The original image. (b) The initialization. (c) The segmentation results of the Chan-Vese method [6] with 500 iterations. (d) The segmentation results of the localized active contour method [18] with 400 iterations.

3. Proposed Segmentation Framework

3.1. Bayesian Formulation

In this section, we present our Bayesian formulation of the level-set-based segmentation problem. Recall that the level set function is denoted \(\phi\) and the image information is denoted \(I\). We revisit (2) by explicitly incorporating training shapes (which we denote \(\bar{\phi}\)) and corresponding images (which we denote \(\bar{I}\)) into the Bayesian analysis:

\[
\hat{\phi} = \arg \max \ p(\phi|\bar{I}, \bar{\phi}, \bar{I}) \\
\propto \ arg \max \ p(I|\phi, \bar{\phi}, \bar{I}) \cdot p(\bar{\phi} | \bar{I}) \\
= \ arg \min \left( - \log(p(I|\phi, \bar{\phi}, \bar{I})) - \log(p(\bar{\phi})) \right) \\
= \ arg \min (E_{\text{image}} + E_{\text{shape}})
\]  

(6)

In our approach, we make no i.i.d. assumptions about the intensity values at different locations \(x\) in each region. Instead, we characterize the image information \(I\) using the intensity distributions inside the contour, outside the contour and over the entire region, denoted respectively as \(h_{\text{in}}, h_{\text{out}}\) and \(h_{\text{en}}\). Three key things to notice are that: 1) \(h_{\text{in}}\) and \(h_{\text{out}}\) are functions of \(\phi\) and 3) there is a simple relation between \(h_{\text{in}}, h_{\text{out}},\) and \(h_{\text{en}}\):

\[
h_{\text{en}} = \alpha h_{\text{in}} + (1 - \alpha) h_{\text{out}}
\]  

(7)

where \(\alpha\) is the ratio of the area inside the evolving contour to the entire area.

These allow us to decompose the image energy term as follows:

\[
p(I|\phi, \bar{\phi}, \bar{I}) = p(h_{\text{in}}|\phi, \bar{\phi}), h_{\text{out}}|\bar{\phi}, h_{\text{en}}) \\
\propto p(h_{\text{en}}|h_{\text{in}}|\phi), h_{\text{out}}|\phi, \bar{\phi}, h_{\text{in}}, h_{\text{out}}, \bar{\phi}) \times p(h_{\text{in}}|\phi), h_{\text{out}}|\phi, \bar{\phi}) \\
= \int p(h_{\text{en}}|\alpha h_{\text{in}}|\phi), h_{\text{out}}|\phi, \bar{\phi}, h_{\text{in}}, h_{\text{out}}, \bar{\phi}) d\alpha \times p(h_{\text{in}}|\phi), h_{\text{out}}|\phi, \bar{\phi}) \\
= \int p(h_{\text{en}}|\alpha h_{\text{in}}|\phi), h_{\text{out}}|\phi, \alpha)p(\alpha|h_{\text{in}}, h_{\text{out}}, \bar{\phi}) d\alpha \times p(h_{\text{in}}|\phi), h_{\text{out}}|\phi, \bar{\phi}) \\
= \int \delta(\alpha - \alpha(\phi)) \cdot p(\alpha|h_{\text{in}}, h_{\text{out}}, \bar{\phi}) \cdot \alpha \cdot p(h_{\text{in}}|\phi), h_{\text{out}}|\phi, \bar{\phi}) \\
= p(h_{\text{in}}|\phi), h_{\text{out}}|\phi, \bar{\phi}) \\
= p(\alpha|h_{\text{in}}, h_{\text{out}}, \bar{\phi}) \times p(h_{\text{in}}|\phi), h_{\text{out}}|\phi, \bar{\phi})
\]

(8)

Equality 1 holds because we assume that \(h_{\text{in}}\) and \(h_{\text{out}}\) are independent. Equality 2 holds because \(h_{\text{en}}\) is conditionally independent with the training images given \(h_{\text{in}}, h_{\text{out}}\) and \(\alpha\). Similarly, \(\alpha\) is independent of \(h_{\text{in}}\) and \(h_{\text{out}}\) when \(h_{\text{en}}\) is unknown. Equality 3 holds because of (7), where \(\delta\) is the Kronecker delta function.

Now (6) can be written as:

\[
\hat{\phi} = \arg \min \left( - \log(p(\alpha|h_{\text{in}}, h_{\text{out}}, \bar{\phi})) - \log(p(h_{\text{in}}|\phi), h_{\text{out}})) - \log(p(h_{\text{en}}|\phi), h_{\text{out}})) \right) \\
= \arg \min (E_{\alpha} + E_{h_{\text{in}}} + E_{h_{\text{out}}} + E_{h_{\text{en}}})
\]  

(9)

We use kernel density estimation [8, 16] based on \(N\)
training samples to model each of the above probabilities:

\[ p(\alpha|\tilde{\alpha}) \propto \frac{1}{N} \sum_{i=1}^{N} \exp \left( -\frac{(\alpha - \tilde{\alpha}_i)^2}{2\sigma^2_\alpha} \right) \] (10)

\[ p(h_{in}|\tilde{h}_{in}) \propto \frac{1}{N} \sum_{i=1}^{N} \exp \left( -\frac{D_h(h_{in}, \tilde{h}_{in})^2}{2\sigma^2_{h_{in}}} \right) \] (11)

\[ p(h_{out}|\tilde{h}_{out}) \propto \frac{1}{N} \sum_{i=1}^{N} \exp \left( -\frac{D_h(h_{out}, \tilde{h}_{out})^2}{2\sigma^2_{h_{out}}} \right) \] (12)

\[ p(\phi|\tilde{\phi}) \propto \frac{1}{N} \sum_{i=1}^{N} \exp \left( -\frac{D_\phi(\phi, \tilde{\phi})^2}{2\sigma^2_\phi} \right) \] (13)

Here, \( D_h \) and \( D_\phi \) are suitable distance measures defined in the next section.

### 3.2. Variational Level Set Formulation

With the level set representation, the above probability model (9) can be rewritten explicitly in terms of \( \phi \) where we make use of the following relations:

\[ \alpha = \frac{\int_\Omega H(\phi(x))dx}{\int_\Omega dx} \quad H(x) = \begin{cases} 1, & \text{if } x \geq 0; \\ 0, & \text{otherwise.} \end{cases} \] (14)

\[ h_{in}(y) = \frac{\int_\Omega H(\phi(x))\delta(y - I(x))dx}{\int_\Omega H(\phi(x))dx} \] (15)

\[ F_{in}(y) = \frac{\int_\Omega H(\phi(x))H(y - I(x))dx}{\int_\Omega H(\phi(x))dx} \] (16)

where \( F_{in} \) is the Cumulative Density Function (CDF) of \( h_{in} \). \( F_{out} \) and \( h_{out} \) can be defined in a similar way.

The area of the set symmetric difference is commonly used as the distance measure between shapes:

\[ D_\phi(\phi, \tilde{\phi})^2 = \int_\Omega \left( H(\phi(x)) - H(\tilde{\phi}) \right)^2 dx \] (17)

In our experiment, we use the extension proposed by Cremers et al. [8],

\[ D_\phi(\phi, \tilde{\phi})^2 = \int_\Omega \left( H(\phi(x) + \mu_\phi) - H(\tilde{\phi}) \right)^2 dx \] (18)

where \( \mu_\phi \) is the center of gravity of the shape \( \phi \) and it is assumed that all training shapes have center of gravity at the origin. This distance measure has the advantage of being translation invariant.

The distance between two normalized histograms is defined by the CDF distance, also known as the linear Wasserstein distance (\( W_1 \) distance) [5]:

\[ D_h(h, \tilde{h}) = \int |F(y) - F_{\tilde{h}}(y)|dy \] (19)

#### 3.3. Gradient Descent Flow

By defining the total energy functional

\[ E(\phi) = E_\alpha(\phi) + E_{h_{in}}(\phi) + E_{h_{out}}(\phi) + E_{\text{shape}}(\phi) \] (20)

The gradient descent equation (1) can be written as:

\[ \frac{\partial \phi}{\partial t} = -\frac{\partial E(\phi)}{\partial \phi} \] (21)

Since all the energy functionals are defined in terms of KDEs, we have the following common gradient flow:

\[ \frac{\partial E_k(\phi)}{\partial \phi} = \sum_{i=1}^{N} w_i D(f(\phi), f_i(\tilde{\phi})) \frac{\partial D(f(\phi), f_i(\tilde{\phi}))}{\partial \phi} \] (22)

where \( E_k \) can be any of the four functionals in (20) and \( f \) is correspondingly \( \alpha, h_{in}, h_{out} \) or the identity. We denote \( w_i = \exp \left( -\frac{D^2(f(\phi), f_i(\tilde{\phi}))}{\sigma^2} \right) \). The only thing we need to calculate is \( \frac{\partial D(f(\phi), f_i(\tilde{\phi}))}{\partial \phi} \) where \( D \) is taken as the four different distance measures.

By calculus of variations, it can be shown that:

\[ \frac{\partial(\alpha(\phi) - \tilde{\alpha})}{\partial \phi} = \frac{\delta(\phi(x))}{\int_\Omega dx} \] (23)

\[ \frac{\partial D_h(h(\phi), h_i(\tilde{\phi}))}{\partial \phi} = \frac{\delta(\phi(x))}{\text{Area}} \int \text{sign}(F(y) - F_i(y))(H(y - I(x)) - F(y))dy \] (24)

where \( \text{Area} \) in (24) denotes the area of region inside or outside the contour respectively. \( F(y) \) denotes either \( F_{in} \) or \( F_{out} \) and \( F_i(y) \) is the training CDF defined accordingly.

The gradient flow of (18) is given in [8]:

\[ \frac{\partial D_\phi(\phi, \tilde{\phi})}{\partial \phi} = 2\delta(\phi(x)) \left( H(\phi(x)) - H(\tilde{\phi}(x - \mu_\phi)) \right) + \int H(\phi(x)) - H(\til\phi(x') - \mu_\phi) \delta(\phi(x')) \nabla \phi(x') dx' \times \frac{x - \mu_\phi}{\int_\Omega H(\phi(x))dx} \] (25)

#### 3.4. Implementation

The numerical implementation of the gradient descent is done using a narrowband approach with the standard re-initialization technique [23]. In practice, the Heaviside function \( H \) is approximated by a smooth function \( H_\varepsilon \) [6]:

\[ H_\varepsilon = \frac{1}{2} \left[ 1 + \frac{2}{\pi} \arctan \left( \frac{x}{\varepsilon} \right) \right] \] (26)

and \( \delta \) is approximated by the derivative of \( H_\varepsilon \):

\[ \delta_\varepsilon = \frac{\varepsilon}{\pi(x^2 + \varepsilon^2)} \] (27)
In this work, we choose $\varepsilon = 1.0$.

We defined the $\sigma$ in each kernel density estimator as the mean inter-training-sample distance. This will give neither a too narrow nor too broad kernel width.

### 4. Experimental Results

In this section, we present the results of our proposed method on challenging medical image processing problems. In our experiments, the image size is $512 \times 512$, but may be cropped for better visualization. The “outside” is defined as the region within the body but outside the object of interest.

In our numerical experiments, we generally choose the time step $\Delta t = 1$. The evolution stops when $\Delta E < 10^{-3}$. Our algorithm runs at about 1 second for each iteration using unoptimized Matlab code on an Intel Core 2.66GHz CPU, 3.5GB RAM computer.

As a first experiment, we investigate the automatic segmentation of the rectum in CT imagery. Due to gas and filling, the rectum has unpredictable shape and intensity variation; furthermore, the intensity is usually inhomogeneous. Fig. 3 illustrates four out of the ten images along with the contours we used to build the model and test the method. The images come from several daily scans of a single patient during fractionated prostate cancer radiotherapy, where physicians outlined the ground truth by hand. All the experiments are done with the leave-one-out method. That is, each image was segmented using the other nine images for training.

In Fig. 4, we only use the new image energy as the driving force to evolve the curve. As we can see, the results contain the correct intensity information although the shape of the final result is not very good.

In Fig. 5, we illustrate the result using both the new image energy and the shape energy. Compared with Fig. 1, Fig. 2 and Fig. 4, the result clearly indicates an improvement both in terms of segmentation quality and speed of convergence.

In Table 1, we report the quantitative validation of our method by comparing the segmentation results with the ground truth using several different algorithms (including the Chan Vese method [6], the localized active contour method [18] and Chan Vese + $E_{\text{shape}}$ [8] with $\beta = 10^5$).

As metrics, we use the symmetric difference between the shapes (18), the CDF distance between the interior/exterior

![Figure 3. Four out of ten CT images of the rectum.](image)

![Figure 4. The segmentation result of the rectum using only the image energy. The green curve is the ground truth and the yellow curve is the evolving curve. Images from left to right are initialization, intermediate and final convergence results. The convergence occurs after 900 iterations. (a) Data set 1 (b) Data set 2 (c) Data set 3.](image)

![Figure 5. The segmentation result of the rectum using both the shape and image energies. The green curve is the ground truth and the yellow curve is the evolving curve. Images from left to right are initialization, intermediate and final convergence results. The convergence occurs after 300 iterations. (a) Data set 1 (b) Data set 2 (c) Data set 3.](image)
distributions (19), the probability of detection ($p_d$), the probability of false alarm ($p_{fa}$) and the Dice coefficient. The result indicates that using both the new shape and image energies outperforms the other methods.

In Table 2, we compare the $E_{image}$ and $E_{shape}$ of our new method applied to Data set 1 at different stages of curve evolution. The result indicates that the image energy and shape energy are at the same magnitude level throughout the process; therefore a weighting factor is not needed in our method. However, one can still tune the kernel width $\sigma$ to balance the contribution of shape energy and image energy if desired.

<table>
<thead>
<tr>
<th>Energy</th>
<th>Initial</th>
<th>Intermediate</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{Shape}$</td>
<td>9.81</td>
<td>2.24</td>
<td>0.91</td>
</tr>
<tr>
<td>$E_{Image}$</td>
<td>8.82</td>
<td>2.45</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 2. Shape energy and image energy comparison at different stages of curve evolution.

As a final experiment, we applied our segmentation framework to the problem of bone marrow segmentation in Cone Beam CT (CBCT) imagery, illustrated in Fig. 6. CBCT is known for its low image quality and contrast compared with traditional CT, so automatic processing is challenging. Nonetheless, we can see that the complex shape is segmented completely. This was a leave-one-out experiment with 11 datasets.

5. Conclusions and Future Work

In this work, we presented a new variational level set segmentation framework that incorporates both shape and intensity prior information. By characterizing the image information using regional intensity distributions, our method not only bypasses the questionable assumption that intensity values at each location are i.i.d., but also the heuristic weighting factor between the image energy and shape energy.

The area ratio $\alpha$ is a novel aspect of our segmentation framework, acting as a coupling between $h_{in}$ and $h_{out}$ and compensating for the traditional independence assumption between them. It also enables the segmentation algorithm to gracefully handle changes in object scale. We are currently investigating the role of $\alpha$ in segmentation.

By using nonparametric density estimation techniques on histograms of regions inside and outside the contour, our method can incorporate learned intensity information into the segmentation framework, outperforming previous methods especially when the image contains highly inhomogeneous intensity variation. However, since histograms discard spatial information entirely, they are highly abstract representations of the image. In future work, we plan to investigate other global descriptors for the image energy. Furthermore, although local minima are not currently problematic for our method, it would be interesting to investigate the global minima of the energy functional we proposed here.
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