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Abstract

We present a wide-baseline image matching approach based on line segments. Line segments are clustered into local groups according to spatial proximity. Each group is treated as a feature called a Line Signature. Similar to local features, line signatures are robust to occlusion, image clutter, and viewpoint changes. The descriptor and similarity measure of line signatures are presented. Under our framework, the feature matching is not only robust against affine distortion but also a considerable range of 3D viewpoint changes for non-planar surfaces. When compared to matching approaches based on existing local features, our method shows improved results with low-texture scenes. Moreover, extensive experiments validate that our method has advantages in matching structured non-planar scenes under large viewpoint changes and illumination variations.

1. Introduction

Most wide-baseline image matching methods are based on local features [12]. They usually fail with low-texture scenes that are common in man-made environments. Fortunately, line segments are often abundant in these situations, and complex object boundaries can usually be approximated with sets of line segments. We present an approach that can successfully match low-texture wide-baseline images based on line segments. It works in a completely uncalibrated setting with unknown epipolar geometry.

Our approach clusters detected line segments into local groups according to spatial proximity. Each group is treated as a feature called a Line Signature. Similar to local features, line signatures are robust to occlusion and clutter. They are also robust to events between the segments, which is an advantage over the features based on connected regions [12]. Moreover, their description depends mainly on the geometric configuration of segments, so they are invariant to illumination. However, different to existing affine invariant features, we cannot assume affine distortion inside each feature area since neighboring line segments are often not coplanar. Therefore, it may be more appropriate to regard line signatures as semi-local features.

There are two challenges in constructing robust features based on line segment clustering. The first is to ensure feature repeatability under unstable line segment detection. In our approach, this is handled by multi-scale polygonization and grouping in line segment extraction, the clustering criterion considering relative saliency between segments, and the matching strategy allowing unmatched segments. The second challenge is to design a distinctive feature descriptor robust to large viewpoint changes taking into account that the segments may not be coplanar and their endpoints are inaccurate. Our approach describes line signatures based on pairwise relationships between line segments whose similarity is measured with a two-case algorithm robust not only against large affine transformation but also a considerable range of 3D viewpoint changes for non-planar surfaces.

Extensive experiments validate that line signatures are better than existing local features in matching low textured images, and non-planar scenes with salient structures under large viewpoint changes. Moreover, since line segments and point features provide complimentary information, we can combine them to deal with a broader range of images.

2. Related Work

Many line matching approaches match individual segments based on their position, orientation and length, and take a nearest line strategy [14]. They are better suited to image tracking or small-baseline stereo. Some methods start with matching individual segments and resolve ambiguities by enforcing a weak constraint that adjacent line matches have similar disparities [6], or by checking the consistency of segment relationships, such as left of, right of, connectedness, etc [7, 17]. These methods require known epipolar geometry and still cannot handle large image deformation. Many of them are also computationally expensive for solving global graph matching problems [7]. The approach in [15] is limited to the scenes with dominant homographies. Some methods rely on intensity [16] or color [2] distribution of pixels on both sides of line segments to generate initial line segment matches. They are not robust to large illumination changes. Moreover, [16] requires known
epipolar geometry.

Perceptual grouping of segments is widely used in object recognition and detection [9, 10, 5]. It is based on perceptual properties such as connectedness, convexity, and parallelism so that the segments are more likely on the same object. Although this strategy is useful to reduce searching space in detecting the same objects in totally different backgrounds, it is not suited to image matching since it is quite often that the curve fragments detected on the boundary of an object are indistinctive but they can form a distinctive feature with several fragments on neighboring objects whose spatial configuration is stable under a considerable range of viewpoint changes (Fig. 2 shows an example). Therefore, in our approach, the grouping is based only on the proximity and relative saliency of segments with feature repeatability and distinctiveness the only concerns. A line signature usually contains segments on different objects. This property is similar to many region features where the regions refer to any subset of the image unlike those in image segmentation [12]. With indistinctive features, the approach in [5] resorts to the bag-of-features paradigm which is also not suited to image matching. Moreover, the description and similarity measure of segment groups in most object recognition systems are not designed to handle large image deformation.

The paper is organized as follows: The detection of line signatures is presented in Section 3. Section 4 describes their similarity measure. Section 5 provides a codebook approach to improve matching speed. An efficient algorithm for removing outliers in image matching is presented in Section 6. Some results and conclusion are given in Section 7.

3. The Detection of Line Signatures

3.1. Line Segment Extraction

Edge pixels are detected with the approach in [18] that is less sensitive to the selection of thresholds than the Canny detector. Edge pixels are linked into connected curves that are then divided into straight line segments with a method similar to [1]. Since no single scale (threshold on line fitting errors) can divide all the curves in two images in consistent ways, a multi-scale scheme is applied in which each curve is polygonized with a set of scales and all possible segments are kept. Because a segment in one image may be broken into several fragments in another image, two segments are merged if their gap is smaller than their length and their line fitting error is smaller than a threshold inversely-related to the gap. Similarly, multiple thresholds are applied and all possible grouping results are kept. Each segment is given an orientation parallel to the line and with the gradient of its most edge pixels pointing from its left side to its right side. It also has a saliency and a gradient magnitude that are the sum and the average of the gradient magnitude of its edgels.

3.2. Line Segment Clustering

The segment clustering is based on the spatial proximity and relative saliency between segments. For a segment $i$ of saliency value $s$, we search the neighborhood of one of its endpoints for the top $k$ segments that are closest to this endpoint (based on the closest point not the vertical distance) and whose saliency values $s' \geq r \times s$, where $r$ is a ratio. The $k$ segments and $i$ form a line signature. Segment $i$ and the endpoint are called its central segment and its center respectively. Similarly, another line signature can be constructed centered at the other endpoint of $i$.

For example, in Fig. 1(a) the line signature centered at the endpoint $p_1$ of segment $i$ consists of segments $\{i, c, a, b\}$, when $k = 3$. Note although segment $e$ is closer to $p_1$ than $a$ and $b$, it is not selected because it is not salient compared to $i$. The line signature centered at $p_2$ includes $\{i, d, a, c\}$.

Spatial proximity improves repeatability since the geometric configuration of nearby segments usually undergoes moderate variations over a large range of viewpoint changes. Our clustering approach is scale invariant. Compared to the method in [13] where a rectangular window with a fixed size relative to the length of the central segment is used to group contours, it is more robust to large image distortion and can guarantee feature distinctiveness.

Relative saliency is neglected in many perceptual grouping systems [9, 10, 5]. Nevertheless, it is important in handling the instability of segment extraction. Weak segments in one image often disappear in another image (e.g. $e$ in Fig. 1(a)). However, if the central segment of a line signature in one image exists in another image, its other segments are less likely to disappear since they have comparable or higher saliency ($s' \geq r \times s$). Based on this, line signatures centered at corresponding segments in two images are more likely to be similar. In addition, this strategy gives us features of different scales since with a strong central segment the other segments in a line signature are also strong, while those associated with weak central segments are usually also weak. In our experiments, the ratio $r = 0.5$. However, the results are not sensitive to it in a reasonable range.

The number $k$ is called the rank of a line signature. Increasing $k$ can improve its distinctiveness, but will decrease its repeatability and increase the computation in matching. In experiments, we found $k = 5$ is a balanced choice.

A practical issue during line signature construction is illustrated in Fig. 1(b). Due to multi-scale polygonization...
and grouping, segments $ab$, $bc$ and $de$ can be regarded as three separate segments, or one segment $\overline{ae}$. Therefore, for these two possibilities, we will construct two different rank-3 line signatures centered at the endpoint $f$ of segment $\overline{fg}$: \{\overline{fg}, \overline{ah}, \overline{de}\} and \{\overline{fg}, \overline{ah}, \overline{jk}\}. Another practical issue is depicted in Fig.1(c) where several parallel segments are very close, a common case in man-made scenes. This configuration is usually unstable and line signatures composed mostly of such segments are indistinctive. Therefore, from a set of nearby parallel segments, our approach only selects the most salient one into a line signature.

Fig.2 shows two rank-5 line signatures whose central segments (in blue) are corresponding segments in two images. Their centers are indicated with yellow dots and their other segments are highlighted with red color. The other detected line segments are in green. Although most segments in the two line signatures can be matched, two of them (\overline{ab} in (a) and $\overline{cd}$ in (b)) cannot. To be more robust to unstable segment extraction and clustering, the similarity measure between line signatures should allow unmatched segments.

![Figure 2. Two corresponding rank-5 line signatures in two real images. The blue segments are the central segments and the red ones are their other segments.](image)

4. The Similarity Measure of Line Signatures

The similarity between two line signatures is measured based on the geometric configuration of their segments. The approach by checking if the two segment groups satisfy an epipolar geometry is impractical since the endpoints of the segments are often inaccurate while infinite lines provide no epipolar constraint. Moreover, the segment matches between two line signatures are few and some segments may share endpoints, so the number of matched endpoints is usually insufficient to decide an epipolar geometry. It is also infeasible to compute the similarity based on if the segments satisfy an affine matrix or a homography because the segments in a line signature are often not coplanar. Fig.5(a)-(b) provide a good example where the neighboring lines forming the ceiling corner are on different planes but their configuration gives important information to match the images.

Our approach measures the similarity based on the pairwise relationships between segments. Similar strategies are also used in [19] and [8] where pairwise configurations between edgels or line segments are used to describe the shape of symbols. Unlike [5] in which only the relationships of segments with the central segment in a feature are described, our approach is more distinctive by describing the relationship between every two segments.

4.1. The Description of a Pair of Line Segments

Many methods [7, 17, 2] describe the relationship of two segments with terms such as left of, right of, connected, etc. It is described with an angle and length ratio between the segments in [8], and a vector connecting their middle points in [5]. All these methods are not very distinctive.

We describe the configuration of two line segments by distinguishing two cases. In the first case, they are coplanar and in a local area so that their transformation between images is affine. As shown in Fig.3(a), the lines of two segments $p_1p_2$ and $q_1q_2$ (the arrows represent their orientations (Section 3.1)) intersect at $c$. The signed length ratios $r_1 = (\overrightarrow{p_1c} \cdot \overrightarrow{p_1p_2})/|\overrightarrow{p_1p_2}|^2$ and $r_2 = (\overrightarrow{q_1c} \cdot \overrightarrow{q_1q_2})/|\overrightarrow{q_1q_2}|^2$ are affine invariant, so they are good choices to describe the two-segment configuration. Moreover, they neatly encode the information of connectedness ($r_1, r_2 = \{0, 1\}$ and intersection ($r_1, r_2 \in (0, 1)$) which are important structural constraints. Since the invariance of $r_1$ and $r_2$ is equivalent to an affinity, we can judge if the transformation is affine with a threshold on the changes of $r_1$ and $r_2$.

If the two segments are not coplanar or the perspective effect is significant, any configuration is possible if the underlying transformation can be arbitrarily large. However, since the two segments are proximate, in most cases the variations of the relative positions between their endpoints are moderate in a large range of viewpoint changes. The limit on the extent of transformation provides important constraints in measuring similarity, which is also the theory behind the SIFT descriptor [11] and used in the psychological model of [4]. In the SIFT descriptor, the limit on the changes of pixel positions relative to its center is set with the bins of its histogram. It was reported in [11] that although SIFT features are only scale invariant they are more faces than many affine invariant features.

For two line segments, there are 6 pairs of relationships between 4 endpoints. We select one of them, the vector $\overrightarrow{p_1p_2}$ in Fig.3(a), as the reference to achieve scale and rotation invariance. Each of the other 5 endpoint pairs is described with the angle and the length ratio (relative to $p_1p_2$) of the vector connecting its two points. Specifically, the attributes are $l_1 = |q_1q_2|/|p_1p_2|$, $l_2 = |q_1p_1|/|p_1p_2|$,
In our approach, the affine similarity \( S_a \) is computed with:

\[
S_a = \begin{cases} 
  d_{r_1} + d_{r_2} + d_{\theta_1} + d_{l_1} + d_g, & \text{if } \Gamma = \text{true; } \\
  -\infty, & \text{else},
\end{cases}
\]

where

\[
\begin{align*}
  d_{r_i} &= 1 - \frac{|r_i - r_i'|}{\max|l_i|}, & i \in \{1,2\}; \\
  d_{\theta_1} &= 1 - \frac{|\theta_1 - \theta_1'|}{T_\theta}; \\
  d_{l_1} &= 1 - \frac{\max(l_i,l_i')/\min(l_i,l_i')-1}{T_l}; \\
  d_g &= 1 - \frac{\max(g,g')/\min(g,g')-1}{T_g}; \\
  \Gamma &= \{d_{r_1}, d_{\theta_1}, d_{l_1}, d_g\} \geq 0 \& (\theta_1 - \pi)(\theta_1' - \pi) \geq 0.
\end{align*}
\]

\( T_r, T_\theta, T_l \) and \( T_g \) are thresholds. If the change of an attribute is larger than its threshold \( \{d_{r_1}, d_{\theta_1}, d_{l_1}, d_g\} < 0 \), the deformation between the segment pairs is regarded as impractical and their similarity is \( -\infty \). Note these thresholds play the similar roles as the bin dimensions in the histograms of local features in which the location change of a pixel between two images is regarded as impractical if it falls into different bins. These thresholds are also used to normalize the contribution of different attributes so that \( d_{r_1}, d_{\theta_1}, d_{l_1}, d_g \) are in \([0,1]\). In addition, they greatly reduces the computation since if the change of any attribute is larger than a threshold the similarity is \( -\infty \) without the need of the rest computation, which leads to the codebook approach discussed in Section 5. Through extensive experiments, we found \( T_r = 0.3, T_\theta = \pi/2, T_l = T_g = 3 \) are good choices. The approach is not sensitive to them in a reasonable range. The condition \((\theta_1 - \pi)(\theta_1' - \pi) \geq 0 \& (\theta_1, \theta_1' \in [0, 2\pi])\) is used to avoid the situation in Fig.3(c) where the deformation from \( q_1q_2 \) to \( q_1'q_2' \) is affine but rarely happens in practice.

Note an alternative way to measure affine similarity is to fit an affinity to the 4 endpoints of the segments and estimate the fitting error. However, computing affine matrix for every combination of two segment pairs between two images is inefficient compared to estimating \( r_i \) just once for each segment pair in each image.

**General Similarity:** It is measured based on the relative positions between the 4 endpoints:

\[
S_g = \begin{cases} 
  \sum_{i=1}^{5} d_{l_i} + \sum_{i=1}^{5} d_{\theta_i} + d_g, & \text{if } \{d_{l_1}, d_{\theta_1}, d_g\} \geq 0 \& |C|; \\
  -\infty, & \text{else},
\end{cases}
\]

where \( d_{l_1}, d_{\theta_1} \) and \( d_g \) are computed in the same way as in Eq.2. Since we are handling line segments not disconnected points, the situation \( C \) depicted in Fig.3(d) where \( q_2 \) jumps across segment \( q_1q_2 \) to \( q_2' \) (in these cases segments \( q_1q_2 \) and \( q_2q_2' \) intersect) is impractical.

**Overall Similarity:** Combining the above two cases, the overall similarity \( S \) of two segment pairs is computed with:

\[
S = \begin{cases} 
  S_a, & \text{if } |r_i - r_i'| \leq T_r; \\
  \frac{1}{4} S_g, & \text{else}.
\end{cases}
\]
The coefficient 1/4 gives $S_g$ a lower weight so that its maximal contribution to $S$ is 2.75 smaller than that of $S_a$. This is to reflect that affinity is a stronger constraint so segment pairs satisfying an affinity are more likely to be matched.

4.3. The Similarity of Line Signatures

Given two line signatures, their similarity is the sum of the similarity between their corresponding segment pairs. However, the mapping between their segments is unknown except the central segments. The approach in [5] sorts the segments in each feature according to the coordinates of their middle points, and the segment mapping is determined directly by the ordering. However, this ordering is not robust under large image deformation and inaccurate endpoint detection. In addition, as mentioned before, some segments in a line signature may not have their counterparts in the corresponding line signature due to unstable segment detection and clustering. Instead of ordering segments, our approach finds the optimal segment mapping that maximizes the similarity measure between the two line signatures.

Denote a one-to-one mapping between segments as $M = \{(l_1, l'_1), \ldots, (l_k, l'_k)\}$ where \{l_1, ..., l_k\} and \{l'_1, ..., l'_k\} are subsets of the segments in the first and the second line signatures. Note that the central segments must be a pair in $M$. Assume the similarity of two segment pairs $(l_i, l'_i)$ and $(l'_j, l'_j)$ is $S_{ij}$, where $(l_i, l'_i) \in M$ and $(l_j, l'_j) \in M$. The similarity of the two line signatures is computed with:

$$S_{LS} = \max_M \left( \sum_{i<j} S_{ij} \right).$$

In the following section, we will show that the combinatorial optimization in Eq.5 can be largely avoided with a codebook-based approach.

5. Fast Matching with the Codebook

For most segment pairs, their similarities are $-\infty$ because their differences on some attributes are larger than the thresholds. Therefore, by quantizing the feature space into many types (subspaces) with the difference between different types on at least one attribute larger than its threshold, segment pairs with $-\infty$ similarity can be found directly based on their types without explicit computation. This is similar to the codebook approaches used in [5] and many other object detection systems in which the feature space quantization is based on clustering the features detected in training images, whereas it is uniform in our approach.

Since the similarity measure has two cases, the quantization is conducted in two feature spaces: the space spanned by $\{r_i, \theta_1, l_1\}$ for affine similarity and the space spanned by $\{\theta_1, l_1\}$ for general similarity. From experiments, we found for a segment pair whose segments are not nearly intersected, if its general similarity with another segment pair is $-\infty$, their affine similarity is almost always $-\infty$. If its two segments are intersected or close to be intersected, this may be wrong as shown in Fig.3(f) where the general similarity is $-\infty$ because $q_1$ jumps across $\overline{p_1p_2}$ to $q'_1$ but the affine similarity is not, which usually happens due to inaccurate endpoint detection. Therefore, the quantization of the feature space spanned by $\{r_i, \theta_1, l_1\}$ is conducted only in its subspace where $r_i \in [-0.3, 1.3]$. The segment pairs within this subspace have types in two feature spaces, while the others have only one type in the space of $\{\theta_1, l_1\}$ which is enough to judge if the similarities are $-\infty$.

The space of $\{r_i, \theta_1, l_1\}$ is quantized as follows: The range $[-0.3, 1.3]$ of $r_1$ and $r_2$, and the range $[0, 2\pi]$ of $\theta_1$ are uniformly divided into 5 and 12 bins respectively. The range of $l_1$ is not divided. Therefore, there are 300 types.

The quantization of the space spanned by $\{\theta_1, l_1\}$ is not straightforward since it is large and high dimensional. Based on experiments, we found the following approach is effective: The image space is divided into 6 regions according to $\overline{p_1p_2}$ as shown in Fig.3(e). Thus there are 36 different distributions of the two endpoints of $\overline{q_1q_2}$ in these regions. When they are on different sides of $\overline{p_1p_2}$, the intersection of the two lines can be above, on or below the segment $\overline{p_1p_2}$. The reason to distinguish the 3 cases is that they cannot change to each other without being the condition $C$ in Eq.3. For example, if $\overline{q_1q_2}$ changes to $\overline{q'_1q'_2}$ in Fig.3(e), point $p_1$ will jump across $\overline{q_1q_2}$. The range of $\theta_1$ is uniformly divided into 12 bins. Thus, there are 264 types (Note some configurations are meaningless, e.g., when $q_1$ and $q_2$ are in region 6 and 2 respectively, $\theta_1$ can only be in $(0, \pi/2)$).

Therefore, there are totally 564 types (more types can be obtained with finer quantization but it requires more memory). Each segment pair has one or two types depending on $r_i \in [-0.3, 1.3]$. The types of a segment pair are called its primary keys. In addition, according to the deformation tolerance decided by the thresholds $T_r$, $T_\theta$, the condition $(\theta_1 - \pi)(\theta'_1 - \pi) \geq 0$ in Eq.2, and the condition $C$ in Eq.3, we can predict the possible types of a segment pair in another image after image deformation (e.g. an endpoint in region 2 can only change to region 1 or 3). These predicted types are called its keys. The similarity of a segment pair with another segment pair is not $-\infty$ only if one of its primary keys is one of the keys of the other segment pair.

For each line signature, the keys of the segment pairs consisting of its central segment and each of its other segments are counted in a histogram of 564 bins with each bin representing a type. In addition, each bin is associated with a list storing all the segments that fall into it. To measure the similarity of two line signatures, assume the segment pair consisting of segment $i$ and the central segment in the first line signature has a primary key of $p$. The segments in the second line signature that may be matched with $i$ can
be directly read from the list associated with the $p$-th bin of its histogram. From experiments, we found the average number of such candidate segments is only 1.6. Only these segments are checked to see if one of them can really be matched with $i$ (by checking if the differences on all feature attributes are smaller than the corresponding thresholds). If there is one, we set a variable $c_i = 1$; otherwise $c_i = 0$.

An approximate similarity of two line signatures is computed with $S_{LS} = \sum c_i$. Only if $S_{LS} \geq 3$ (meaning at least 3 segments besides the central segment in the first line signature may have corresponding segments in the second signature), Eq.5 is used to compute the accurate similarity $S_{LS}$; otherwise $S_{LS}$ is 0. In average, for each line signature in the first image, only 2% of the line signatures in the second image have $S_{LS} \geq 3$. Eq.5 is solved with an exhaustive search but the searching space is greatly reduced since the average number of candidate segment matches is small.

6. Wide-baseline Image Matching

To match two images, for each line signature in an image, its top two most similar line signatures in the other image are found whose similarity values are $S_1$ and $S_2$ respectively. If $S_1 > T_1$ and $S_1 - S_2 > T_2$, this line signature and its most similar line signature produce a putative correspondence, and the segment matches in their optimal mapping $M$ in Eq.5 are putative line segment matches. $T_1 = 25$ and $T_2 = 5$ in our experiments.

To remove outliers, we cannot directly use RANSAC based on epipolar geometry since the endpoints of line segments are inaccurate. In [2], putative segment matches are first filtered with a topological filter based on the sidedness constraints between line segments. Among the remaining matches, coplanar segments are grouped using homographies. The intersection points of all pairs of segments within a group are computed and used as point correspondences based on which the epipolar geometry is estimated with RANSAC. Instead of using the topological filter in [2] which is computationally expensive, we provide a more efficient approach to remove most of the outliers.

All the putative line signature correspondences are put into a list $L$ and sorted by descending the value of $S_1 - S_2$. Due to the high distinctiveness of line signatures, the several candidates on the top of $L$ almost always contain correct matches if there is one in $L$. Let $R$ as the set of line segment matches of the two images, and initialize $\phi = \phi$. Two segment matches are regarded as consistent if the similarity of the two segment pairs based on them is not $-\infty$. A segment match in the optimal mapping $M$ of a line signature correspondence is called a reliable match if the similarity of the two segment pairs formed by its segments and the central segments is larger than 3.5. Starting from the top of $L$, for a line signature correspondence, if all the segment matches in its optimal mapping $M$ are consistent with all the existing matches in $R$, the reliable ones will be added into $R$. To reduce the risk that the top one candidate on $L$ is actually wrong, each of the top 5 candidates will be used as a tentative seed to grow a set $R$. The one with the most number of matches will be output as the final result.

After the above consistency checking, most of the outliers will be removed. To further reduce the outliers and estimate the epipolar geometry, the approach in [2] based on grouping coplanar segments and RANSAC can be used.

7. Experimental Results and Conclusion

To decide the parameters in our approach (given in previous sections), 30 various image pairs are selected and the parameters are tuned independently to maximize the total number of correct line signature matches detected from them. Throughout the following experiments, these parameters are fixed.

Fig.4 shows 2 image pairs from the line matching papers [2] and [16]. The red segments with the same labels at their middle points are corresponding line segments detected with our approach (please zoom in to check the labels). The correctness of the matches is judged visually. For (c)-(d), the approach in [2] detects 21 matches (16 correct), and the number increases to 41 (35 correct) after matching propagation, while our method detects 39 matches (all correct) without matching propagation. For (e)-(f), the method in [16] detects 53 matches (77% are correct) with known epipolar geometry, while our method detects 153 matches (96% are correct) with unknown epipolar geometry.

Figure 4. Two image pairs in the papers of [2] and [16]. The red segments with the same labels at their middle points are corresponding line segments detected with our approach.

The next examples are more challenging than those in Fig.4, and we compare the performance of line signature with three well-known local features: SIFT, MSER, and Harris-Affine features [12]. The MSER and Harris-Affine regions are described with the SIFT descriptor with the
threshold 0.6 (also used in [2]). The comparison is based on three cases: low-texture, non-planar, and planar scenes.

Fig.5(a)-(d) shows the matching results of our approach on two low-texture image pairs. The comparison of our approach with the three local features is demonstrated in Table 1 which reports the number of correct matches over the number of detected matches. SIFT, Harris-affine and MSER find nearly no matches for these two image pairs, while our approach detects many and all of them are correct. Note that (c)-(d) have large illumination change, so the methods in [2] and [16] may also have difficulties with this image pair because they depend on color and intensity distributions.

Fig.5(e)-(h) are two pairs of non-planar scenes under large viewpoint changes. From Table 1, we can see line signature has much better performance on them than the other local features. The image pair (g)-(h) has large non-uniform illumination variation besides the viewpoint change. Fig.5(i)-(j) show the robustness of line signature against extreme illumination changes. Fig.6(a)-(e) are an image sequence from the ZuBuD image database. By matching the first image with each of the rest images, Fig.6(f) plots the number of correct matches of different features against increasing viewpoint change. It demonstrates that line signature has advantages in matching non-planar structured scenes under large 3D viewpoint changes.

Fig.5(k)-(n) are two image pairs of planar scenes from Mikolajczyk’s dataset [12] in which the image deformation is a homography. For (k)-(l), our approach detects 63 matches (all correct), which is better than SIFT (0/11) and Harris-Affine (8/10) but worse than MSER (98/98). For (m)-(n), our approach detects 20 matches (19 correct), which demonstrates its robustness to large scale changes although it is not as good as SIFT in the extreme cases. In general, for planar scenes, our approach has comparable performance with state-of-the-art local features on structured images. However, it is worse than most of them on textured images such as the bark sequence in [12]. The main reason for this is that our current line segment detection is not robust for very small patterns.

Fig.7 shows two handwritings with clutters. Our approach detects 18 matches (all correct) while all the other methods mentioned above can hardly find any matches. This also demonstrates the advantage of making no hard assumption such as epipolar geometry or homographies.

The computation time of our approach depends on the number of detected segments. In our current implementation, to match the image pair of Fig.4(a)-(b), it takes less than 2 seconds including line segment detection with a 2GHz CPU. In average, it takes about 10 seconds to match images with 3000 segments such as Fig.5(e)-(f).

In conclusion, we have presented a new semi-local feature which is based on local clustering of line segments. Extensive experiments validate that it has better performance than existing local features in matching low-texture images, and non-planar structured scenes under large viewpoint changes. It is robust to large scale changes and illumination variations, therefore it also has advantages over existing wide-baseline line matchers [2] and [16].

By improving the robustness of line segment detection, we expect significant improvement of the matching performance. In addition, besides line segments, elliptical arches may also be used as shape primitives, which can help matching circular objects.
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<table>
<thead>
<tr>
<th>Feature</th>
<th>a-b</th>
<th>c-d</th>
<th>e-f</th>
<th>g-h</th>
<th>i-j</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIFT</td>
<td>2/5</td>
<td>2/7</td>
<td>9/13</td>
<td>1/2</td>
<td>40/45</td>
</tr>
<tr>
<td>Harris-Aff.</td>
<td>0/0</td>
<td>0/0</td>
<td>0/1</td>
<td>1/4</td>
<td>0/3</td>
</tr>
<tr>
<td>MSER</td>
<td>0/1</td>
<td>2/2</td>
<td>2/2</td>
<td>0/7</td>
<td>9/11</td>
</tr>
<tr>
<td>Line Sig.</td>
<td>11/11</td>
<td>53/53</td>
<td>76/76</td>
<td>50/50</td>
<td>110/118</td>
</tr>
</tbody>
</table>

Table 1. Comparison of different features on images in Fig.5. It reports the number of correct over the number of detected matches.
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Figure 5. Matching results of our approach for different scenes.

Figure 6. An image sequence in ZuBuD image database and its plot of the number of correct matches.

Figure 7. The matching result of our method on two handwritings.


