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Abstract

We present a method for tracking a hand while it is interacting with an object. This setting is arguably the one where hand-tracking has most practical relevance, but poses significant additional challenges: strong occlusions by the object as well as self-occlusions are the norm, and classical anatomical constraints need to be softened due to the external forces between hand and object. To achieve robustness to partial occlusions, we use an individual local tracker for each segment of the articulated structure. The segments are connected in a pairwise Markov random field, which enforces the anatomical hand structure through soft constraints on the joints between adjacent segments. The most likely hand configuration is found with belief propagation. Both range and color data are used as input. Experiments are presented for synthetic data with ground truth and for real data of people manipulating objects.

1. Introduction

Visual hand tracking has several important applications, including intuitive human-computer interaction, human behavior and emotion analysis, safety and process integrity control on the workfloor, rehabilitation, and motion capture. Not surprisingly, much research has already gone into computer algorithms for hand tracking. Yet, the majority of contributions have only considered free hands, whereas in many applications the hands will actually be manipulating objects. In this paper, we present for the first time a system, which can track the articulated 3D pose of a hand, while the hand interacts with an object (such as depicted in Fig. 1).

The presence of objects has a significant impact on the complexity and generality of the task. First, the manipulated objects will frequently occlude parts of the hand, and hand poses occurring during the process of grabbing or holding will aggravate the problem of self-occlusion (e.g. in Fig. 1 large parts of four fingers are partially or even fully occluded). Second, the hand structure itself is less constrained in the presence of objects: parameter ranges have to be widened and some simplifying assumptions derived from human anatomy no longer hold. When in contact with an object, forces are exerted on the hand, resulting in poses which cannot be achieved with the bare hand (e.g. bending fingers backwards when pressing against a rigid surface, breaching the “2/3-rule” between the joints of a finger when pushing a button, etc.). Tracking hands under these less favorable conditions is the topic of this paper. To the best of our knowledge, visual hand tracking in the presence of objects is uncharted terrain.

Object manipulation is an inherently 3-dimensional phenomenon, whereas 3D pose estimation in monocular video is seriously under-constrained. We therefore base our estimations not only on image color, but also on 2.5D depth maps. In our case, the depth maps are obtained with a real-time structured light system [19], but in the near future such data will in all likelihood be available at negligible cost, due to the rapid progress of time-of-flight sensors [14, 3].

Our approach has been inspired by an established trend in object recognition and detection. Occlusion is a frequent and not reliably solved problem in these applications. Models are split into local parts, and each part separately contributes evidence about the complete model. In this way robustness to partial occlusion is achieved and the estimation relies only on observable parts, e.g. [11, 10]. The underlying global configuration can then be used to infer information regarding the occluded parts. In much the same way,
we intentionally refrain from employing a single high dimensional model, but use local 6 DOF trackers for individual hand segments. We then exploit anatomic constraints between adjacent segments to enforce the hand structure. The constraints are represented by a first order Markov random field (MRF). Each of the local trackers corresponds to one rigid hand segment, and independently recovers a pdf over the segment pose from local evidence. Then, a valid hand structure is enforced by belief propagation [15] on the hand graph. An explicit occlusion model makes sure that missing local observations do not corrupt the estimation.

2. Related Work

While some state-of-the-art hand trackers rely on detection mechanisms [16, 1], many others estimate hand configurations based on an articulated, connected model [17, 18, 21, 4]. A common problem in articulated tracking is the “curse of dimensionality”: depending on the exact model, the human hand has \( \approx 26 \) degrees of freedom. Accordingly, an exact representation of the posterior distribution over model configurations is intractable, and non-parametric approximations of the whole high-dimensional search space are difficult to maintain. Sampling-based approaches such as particle filters cannot cope without measures to drastically cut down the search space or reduce the dimensionality of the problem [12, 20]. A recent summary of state-of-the-art methods can be found in [7].

Given the additional problem with strong occlusions, which routinely occurs in our object manipulation scenario, we follow a different strategy, and divide the articulated structure into local segments which are tracked individually.

Our work has been inspired by [17], which introduced the idea of belief propagation on a graph consisting of local hand parts. Although the approach has been extended in [18] to incorporate self-occlusion between hand-parts, their method targets only bare hands. In our work, we consider not only self-occlusion but also occlusion by an object, which is handled explicitly with an occlusion model.

In [17, 18], sampling is performed along the kinematic chain. We refrain from this for two reasons: firstly, the observation of the palm is important in such an approach, but the palm is often occluded during object handling; secondly, such a sampling imposes hard constraints on the joints, since samples even slightly violating anatomical constraints are never drawn. However, some anatomical constraints no longer hold strictly when in contact with an object.

Instead of sampling along the kinematic chain, we focus on the independence of the local trackers and sample from local proposal functions. To cover the state space appropriately we proceed hierarchically. To avoid impossible configuration, we impose soft constraints, by penalizing a sample’s deviation from a valid hand shape.

For better accuracy, especially in depth, we model the hand as a collection of surface patches, rather than only silhouette edges, which allows for a richer representation. The observation likelihood of these patches is measured using a modified 3D chamfer distance.

None of the previous approaches are concerned with articulated hand tracking in the presence of objects. Object manipulation is targeted in the literature only in terms of action and object interpretation [9, 13] without exact pose estimation, so no detailed, high-dimensional model of the hand is provided. [9] for example focuses on the recognition of the general kind of manipulation and the manipulated object. Hand gestures are classified on a per-frame basis using 2D image features and learned sample sequences. [13] considers the relationship between objects, like an attachment or a contact between them, with the goal to explain the given scene. Hands are not treated separately and the objects are recognized and tracked from given 2D templates.

A taxonomy of human hand poses with regard to the grasping of objects has been provided in [5]. In [8], manipulative hand gestures are visually recognized using a state transition diagram that encapsulates the task knowledge. The feature extraction is based on thresholding the hue value, so that the person has to wear special gloves, and the gestures are simulated, without a real object involved. [6] recognizes grasps referring to the grasp taxonomy defined in [5]. Real objects are handled, but do not impair the hand observation, because a data glove, rather than visual input, provides the hand pose.

3. Hand Model

The human hand consists of 27 bones (see Fig. 2(a)). Eight of these are located within the wrist, and four make up the palm. We ignore both the bones within the wrist and those in the palm (following [20]), and represent the palm as a single segment in our model. Thus, we consider \( 3 \times 5 = 15 \) phalanges for the five fingers, plus the palm which is defined as the remaining hand above the wrist. As
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the wrist itself is irrelevant in terms of object grasping [5], we do not include it in the model. The degrees of freedom between hand segments are constrained by revolute joints: hinge joints between finger phalanges allow only for bending within a certain range (flex, 1 DOF); saddle joints connecting the fingers to the palm additionally allow for spreading the fingers (flex and abduction, 2DOF). Neither hinge nor saddle joints permit a twist around the bone axis.

3.1. Local Hand Segments

In our model, each hand segment (either phalanx or palm) has its own six dimensional state space, with three dimensions corresponding to the position of the segment and the other three to its orientation (96 DOFs for the whole hand). The state of a segment is represented by a local coordinate system aligned with the segment. To complete the model, we associate every phalanx with a mesh approximating the skin. The mesh has the form of a cylinder for the middle and base segments of the fingers. In case of the tips, it corresponds to a cylinder with a spherical cap (Fig. 2(c)).

3.2. Anatomical Constraints

Since each segment has its own pose, constraints are required to ensure that neighboring segments stay connected at the joints, and that their respective orientations result in a valid hand configuration.

Note that in the chosen parameterization the constraints obey the (first order) Markov property (i.e. they apply only to adjacent segments), and that the hand graph is a tree with the root at the palm and leaves at the fingertips as depicted in Fig. 2(b). The constraints can therefore be efficiently optimized with belief propagation.

We use soft constraints: to make sure hand segments stay (nearly) connected, we employ proximity constraints, meaning that we penalize configurations of neighboring segments proportionally to the distance between their endpoints. To ensure valid joint angles, we use angle constraints. As already argued, the traditional anatomical limits for the free hand are no longer valid in contact with objects, so enlarged angle ranges are used. Details about the penalty function and how it exploits the constraints are given in Sec. 4.3.

4. Tracking Method

Every segment of the hand model has its own local tracker. In each computation step, the local tracker draws a number of samples from a local proposal function. The sample space is 6D – three parameters for the position of the segment, and three rotation angles. Fig. 4(d) shows exemplary hand segment samples. We sample each parameter uniformly, within a different range to account for the kinematics of the human hand (e.g. it is easy to confirm that we can bend our fingers faster than we can spread them). For each sample, the likelihood is computed by comparing it locally to the observation (Sec. 4.1), taking into account occlusion information (Sec. 4.2). Then, belief propagation is applied to combine the evidence of the local trackers (Sec. 4.3). The resulting weights, together with the corresponding samples of a hand segment, are a discrete representation of the posterior pdf over the segment’s pose. The posterior pdf is then transformed to the next time step with a dynamic prediction to yield the new proposal function.

4.1. Observation Model

As input, our system uses range data with a resolution of 640 × 480 depth points recorded at 25 Hz and conventional two-dimensional color images, see [19]. The mean error in depth of the range data is approximately 2 mm. Color information is exploited in a preprocessing step to locate the hand and to detect object occlusion (see Sec. 4.2) via skin color segmentation.

The local observation of a phalanx consists of a rectangular patch of range data \( D \) (the “data patch”) around the predicted position. We do not consider the observation of the palm, which deforms less rigidly than the other segments, and is often occluded during object handling.

To compare a pose sample for a given phalanx to the data, its local surface mesh is rendered into a depth image, using the known camera calibration. This projection yields a depth image \( M \) (the “model patch”), which is in pointwise correspondence with the range data for that segment, so that the two patches are directly comparable. Fig. 3 provides examples of model and data patches. The patches \( \{M_i\} \) for the entire set of samples can be computed efficiently by rendering all samples as one big texture on the GPU.

To evaluate the likelihood of a sample, we compare its rendered depth image \( M \) to the corresponding data patch \( D \) with a simple distance measure \( d_x \), computed over all pixels \( x_M \) of the hand surface in the model patch. If a pixel \( x_M \) belongs to the surface in both the model and the data patch,
we directly use the depth difference, \( d = z_M - z_D \). If the hand pixel in the model at location \( x_M \) does not belong to the hand according to the data, then we use a generalized distance to the nearest hand pixel \( \bar{x}_D \):

\[
  d = \sqrt{(x_M - \bar{x}_D)^2 + (y_M - \bar{y}_D)^2 + (z_M - \bar{z}_D)^2}.
\]  

(1)

The distance between \( x_M \) and \( \bar{x}_D \) can be computed efficiently using an extended 3D distance transform. The extended distance is illustrated in Figs. 4(a)–4(c).

In comparing the data with the model, we do not consider the situation where there is a hand pixel in \( D \), but not in \( M \) (unexplained observation): it cannot be decided locally, whether the data is observed by another hand segment, since the local tracker has no information from other parts of the hand. The likelihood of a sample \( M_i \) is hence defined as

\[
  L(D|M_i) = \frac{1}{Z} e^{-\frac{(\hat{d})^2}{\sigma_{obs}^2}},
\]  

(2)

where \( \sigma_{obs} \) is a user parameter which specifies the accuracy of the range data. \( Z \) is a normalization factor, which assures probability distributions integrate to 1, and will from now on be omitted for brevity. \( \hat{d} \) is the mean value over all \( T \) considered distances, \( \hat{d} = \frac{1}{T} \sum_{x_M \in M_i} d(x_M) \).

We prefer to use the average error for the sample, rather than computing an individual likelihood \( L(D|x_M) \) for each pixel and multiplying them together. This choice is motivated by the nature of range scanners: the point density of such systems depends on the surface orientation. Furthermore, there are occasional missing depth values, and these tend to be clustered, forming holes in the observed surface. These two properties may cause a heavy bias in error measures that depend on the number of observed pixels.

### 4.2. Occlusion Model

Given the large amount of occlusion during object manipulation, an explicit occlusion model is required to achieve robustness.

After obtaining the observation patch of a hand segment, we label self-occlusion within the patch. Accurate detection of self-occluded pixels requires the global hand configuration. Locally, the only way to detect self-occlusions is to find regions where the data is substantially closer to the camera than predicted by the model. We do this by applying a distance threshold of 10 mm (approximately the diameter of a finger). Object points (depth observations inconsistent with the skin color model) are also regarded as occluders, if they are closer to the camera than the skin mesh of a sample.

When computing the mean depth error \( \hat{d} \) as explained in Sec. 4.1, we do not count the occluded model pixels as part of the model, which is equivalent to assigning the average error of the visible pixels to the occluded ones. Such a definition does not penalize hand samples for moving into occlusion, but attracts them to the data, as soon as they move out of the occlusion. This behavior has proved to be desirable in our experiments.

As explained above, we do not take into account the number of observed points on a hand segment, because it
would bias the estimation from range data. However, in the presence of occlusion the amount of visible surface does matter: if a hand segment is completely occluded, the pdf from the observation model should be uniform, since there is no information available about its pose. Moreover, if it is partially occluded, there are observations about the pose of the segment, but they should not carry the same weight as for an unoccluded segment, both due to the smaller number of observations and to the narrower field of view. We introduce a smooth dependence on the amount of occlusion by introducing an additional factor $\alpha$ in the exponent of Equation 2 as follows:

$$L(D|M_i) = e^{-\alpha \left( \frac{1}{\sigma_{obs}} \right)^2},$$

where $\alpha$ is the fraction of unoccluded pixels, estimated from the predicted state. Intuitively, this definition produces peakier distributions for unoccluded segments, and gradually flatter distributions as the degree of occlusion increases. In the extreme case of total occlusion, the exponent in (3) vanishes. All samples are assigned equal likelihood, and the pose is entirely determined by the structural constraints. Fig. 5 graphically illustrates this definition.

### 4.3. Enforcing Constraints

As already discussed, the (soft) constraints modelling the structure of the hand can be divided into two categories, those acting on the position of neighboring segments (proximity constraints), and those acting on their orientation (angle constraints). The constraint network is a tree obeying the first-order Markov property, hence constraint enforcement by belief propagation will yield a globally optimal configuration. When sending a message from node $i$ to node $j$, a $S \times S$ constraint matrix ($S$ being the amount of samples at each node) is computed for all possible combinations of samples of the two nodes. The matrix entries are the probabilities of observing the respective sample pair $u_i, u_j$, and are defined as

$$\psi(u_i, u_j) = p_{prox}(u_i, u_j) \cdot p_{ang}(u_i, u_j),$$

with $p_{prox}, p_{ang}$ the two types of constraints.

**Proximity constraints** make sure the hand segments stay connected. We define the proximity error $\epsilon_{prox}$—the degree to which adjacent segments violate the constraint—as the Euclidean distance between the corresponding endpoints,

$$p_{prox} = e^{-\left( \frac{1}{\sigma_{prox}} \right)^2}.$$  

The parameter $\sigma_{prox}$ specifies the importance of the observed error, and also the relative weight of this error against those of the angle constraint errors to be defined next. We set $\sigma_{prox}$ to 5 mm.

**Angle constraints** are defined in a similar way. In analogy to the segments of the hand model, each sample has a local coordinate system. Consider the angles ($\text{flexion}, \text{abduction}, \text{twist}$) rotating the local coordinate system of a sample of node $i$ into the local coordinate system of a sample of node $j$. We compare these angles to anatomically valid angles for the connecting joint and compute error values $\epsilon_{\text{flex}}, \epsilon_{\text{abd}}$ and $\epsilon_{\text{twist}}$ such that

$$p_{ang} = e^{-\left( \frac{\epsilon_{\text{flex}}}{\sigma_{\text{flex}}} \right)^2} \cdot e^{-\left( \frac{\epsilon_{\text{abd}}}{\sigma_{\text{abd}}} \right)^2} \cdot e^{-\left( \frac{\epsilon_{\text{twist}}}{\sigma_{\text{twist}}} \right)^2}.$$  

Again, $\sigma_{\text{flex}}, \sigma_{\text{abd}}$ and $\sigma_{\text{twist}}$ encode the relative importance of the different constraints, and their importance compared to the other observed errors. In our case, $\sigma_{\text{flex}} = \sigma_{\text{abd}} = \sigma_{\text{twist}} = 10$ degrees.

Once all samples have been generated and their likelihoods with respect to the observations have been computed, belief propagation is used to propagate the local probabilities through the graphical model by marginalization. Each node contains a normalized $S$-dimensional observation vector $\phi$ representing a discretized pdf. Node $i$, which has a number of neighbors $N(i)$, sends a message to each node $j \in N(i)$ when $i$ has received messages from all other neighbors $N(i) \setminus j$. The message from $i$ to $j$ may be interpreted as the opinion of $i$ regarding the state of $j$. With the likelihoods defined above, the message from $i$ to $j$ for a specific sample $u_j$ has the form

$$m_{i \rightarrow j}(u_j) = \sum_{i} \phi(u_i) \cdot \psi(u_i, u_j) \prod_{k \in N(i) \setminus j} m_{k \rightarrow i}(u_i).$$

The product combines the incoming messages for each state. The sum is the marginalization over all possible states of $i$. Finally, the belief regarding the state of a node $i$, taking into account the information passed by the neighbors, is computed by

$$b_i(u_i) = \phi(u_i) \prod_{j \in N(i)} m_{j \rightarrow i}(u_i).$$

For a more detailed description of belief propagation, see for example [22].

An obvious constraint, which we have not used so far, is that fingers cannot intersect. The reason is that in our experiments, we have never observed such problems. This testifies to the robustness of the proposed technique, but it also prevents the graph model from including loops (see Fig. 2(b)). This is important as loop-free belief propagation delivers exact marginal probabilities – all available information is distributed throughout the entire graph – and is guaranteed to yield the optimum. Moreover, computational efficiency is better than with loopy belief propagation, which would be the fall-back strategy in case loops need to be included [17]. Hence, including non-intersection of fingers is feasible without major alterations to the system.

### 4.4. Hierarchical Computation

The local trackers discretize their state space by sampling. The computational cost of evaluating the compati-
bility functions within the belief propagation (see Sec. 4.3) scales quadratically with the amount of samples drawn by the local trackers. To guarantee a sufficiently fine discretization of the state space and an acceptable computation time, we proceed hierarchically. For each frame of the input data, pose sampling, observation evaluation and belief propagation (i.e. one complete computation step) are performed several times. At first we sample in a large region of the state space in order to cover the required portion of the space. The \( S' \) samples with the highest weights are selected (in our implementation \( S' = 5 \)), and uniform kernels are placed at their positions, as new local proposal functions for the next step. We have experimentally confirmed that the number of modes in the state space is usually \( \leq 3 \), so that no important samples are lost by the intermediate hard decisions.

We use 10 hierarchy levels. When the last level is completed and the transition to the next time step occurs, it has proved beneficial in practice to include a simple dynamic model in the proposal function. In our implementation we use ICP [2] to predict large global hand motion, and a linear (constant velocity) prediction for the motion of individual hand segments. With the prediction step, sampling can focus on deviations from the dynamic model.

5. Results

We have conducted experiments with both synthetic and real data. The synthetic data serves for quantitative evaluation, while the real data confirms that the proposed method is applicable to the input delivered by actual range cameras. Computation time of our C++/Cg implementation is \( \approx 6.2 \) sec/frame, with a 3GHz CPU and a GeForce 8800 Ultra.

5.1. Artificial Data

To quantitatively measure the performance of our approach, we generated sequences of artificial 2.5D observations: a 3D scan of a real hand was bound to a 26 DOF forward-kinematic hand model and animated. The animation sequences were then rendered as in a virtual range camera, to obtain 2.5D videos. Two experiments are presented in this category.

**Strong self-occlusion.** The artificial hand has been tracked over a period of 160 frames, taken at normal video rate. The hand forms a fist twice, producing extreme self-occlusion, once starting with joined fingers and once after spreading them. The sequence is illustrated in Fig. 6(a). As an error measure, we define the error of a phalanx as the mean distance of its two endpoints from those of the ground truth given by the kinematic hand model, and the frame error as the mean over all segments in that frame. Frame errors are in the range \([0.24 \ldots 2.77]\) mm (mean 1.04, median 0.92). For comparison, the distance from the base of the palm to the tip of the extended middle finger is 230 mm.

**Occlusion by an object.** To verify the robustness of our method in the presence of an occluding object, we have introduced artificial occluders into a sequence of 45 frames. The hand first spreads and then returns to its initial pose (see Fig. 6(b)). Fig. 6(c) demonstrates the seven tested degrees of occlusion, ranging from no occlusion to full occlusion. The error over all hand segments in the different occlusion scenarios is plotted in Fig. 7. Up to occlusion level four there is almost no increase of the error. At higher levels fingers are fully occluded so their state has to be hallucinated, based only on the anatomic constraints. The system can hardly be blamed for the larger errors in such situations.

![Figure 6](image.png)

5.2. Real Data

To assess the validity of our approach for real object manipulations observed by an actual 2.5D camera, we recorded manipulations of 3 different everyday objects with our real-time structured light system. All three sequences contain
severe occlusions. In order to represent different aspects of object handling, each of the sequences demonstrates a different grasp type with respect to the grasp taxonomy defined in [5]. Snapshots are provided in Fig. 8. The complete sequences are available as supplemental material.

In all experiments, the initial state of the hand was determined by manual initialization in the first frame. Initialization, while not the topic of this work, could be automated by using a standardized pose, like the “T-pose” in commercial motion capture systems. It may even be possible to initialize the hand pose on the fly, while the hand is not in contact with an object.

The first sequence shows a hand which approaches a mug, grasps it by the handle (precision grasp), lifts it up, then places it back on the table and releases the grip. Of particular interest are the moments at which parts of the index and middle fingers are occluded and disoccluded as they grasp the handle. The finger tips smoothly move into the occlusion, since occluded model pixels do not decrease the likelihood of a pose (c.f. Sec. 4.2). While occluded, the fingertips continue to move with the rest of the hand, as their local prediction and the proximity constraints at the joints push them forward. As soon as the skin is observed again inside the handle, the model is pulled towards the new observation by the extended distance function $d_x$ (c.f. Sec. 4.1), because of the increased penalty for samples far away from the observed skin pixels.

The second sequence shows a hand manipulating a tennis ball. The ball is gripped from behind with a power grasp, then lifted up, lowered, and released. The most critical point is shown in the second snapshot. The palm and lower phalanges of the fingers are largely occluded by the ball, and the middle phalanges of the fingers are completely occluded by the finger tips and are about to reappear above them. These segments now have to reattach to the skin. The sequence is tracked successfully, but presents the limit of our current tracker. Fig. 9 shows that the reattachment of the ring finger lags behind several frames, because the amount of visible skin is initially very small. The finger thus continues in an anatomically valid, but inaccurate position, until enough evidence is available for it to recover.

The third sequence is the most complex one. The handled object is a pair of pliers, which is not only lifted with a hook grasp, but also pressed together. Note how the hand
constraints ensure correct tracking of the fingers in spite of long occlusions and scarce ambiguous evidence (e.g. the little finger in the fourth image).

6. Conclusion

We have presented a method for articulated tracking in 2.5D range data, which can track a hand while interacting with objects. The key contributions of the method are to track a configuration of local parts coupled by soft constraints, rather than the complete hand model, and to explicitly model occlusion by both hand parts and objects. Valid hand configurations are enforced by means of a MRF model connecting the segments. Similar to part-based models in other computer vision applications, the use of local parts greatly increases robustness to occlusions, while the soft constraints imposed by the MRF add flexibility in situations in which classical kinematic constraints are too strict due to the influence of handled objects.

Our system offers the information a classical data glove provides. Therefore, previous work based on the output of data gloves can be applied on top of our method—e.g. different grasp types like precision and power grasps can be recognized [6] and associated with the grasped object.

We emphasize that our method does not depend on knowledge about the manipulated objects. However, when the object geometry is known (e.g. from CAD-models or range scans), then this delivers valuable additional constraints: hand segments cannot penetrate the object. In the future we plan to integrate this information into our model. We also plan to estimate contact points between hand segments and the object, which are important in applications such as the control of robotic hands and the automatic creation of physically plausible animations.

Acknowledgements The authors gratefully acknowledge support through the EC Integrated Project 3D-Coform. We also thank Thibaut Weise for sharing source code.

References