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Abstract

We describe a spatio-temporal triangulation method to
be used with rolling shutter cameras. We show how a single
pair of rolling shutter images enables the computation of
both structure and motion of rigid moving objects. Starting
from a set of point correspondences in the left and right im-
ages, we introduce the velocity and shutter characteristics
in the triangulation equations. This results in a non-linear
error criterion whose minimization in the least square sense
provides the shape and velocity parameters. Unlike previ-
ous work on rolling shutter cameras, the constraining as-
sumption of a-priori knowledge about the object geometry
is removed and a full 3D motion model is considered. The
aim of this work is thus to make the use of rolling shutter
cameras of a broader interest. Experimental evaluation re-
sults confirm the feasibility of the approach.

1. Introduction

CMOS cameras offer several advantages: low cost, low
power, easy image region of interest selection, on-chip char-
acteristics and high frame rate. This makes them a nat-
ural fit for security cameras, videoconferencing, wireless
handheld devices, toys and biometrics. Standard and cheap
CMOS cameras frequently use rolling shutter sensors. In
this acquisition mode, the pixels are not all exposed simul-
taneousely but row by row starting from the top and with a
time delay defined by the sensor technology. Rolling shutter
mode enables adequate exposure time without reducing the
frame rate by overlapping exposure and readout steps. As
result, the fill factor (percentage of the pixel array sensitive
to light) and the signal to noise ratio are improved by re-
ducing the number of in-pixel transistors. The drawback of
arolling shutter camera is that it distorts images of moving
objects as seen on Figure 1. This distortion may represent a
major obstacle in tasks such as localization, reconstruction
or default detection.

Previous work has addressed perspective projection
modeling of rolling shutter cameras [1, 2, 3, 6, 7]. In [7]
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Figure 1. Rolling shutter effects on moving object images (straight
lines seems curved on the right image where the object is rotating).

a projection model is presented assuming small motion dur-
ing the acquisition of one image. In the case of fronto-
parallel motion equations are similar to those of Crossed-
Slits cameras [10]. A more exact model is described in
[2]. This model is then used to simultaneously estimate the
pose and the velocity of a moving object with known geom-
etry from a single rolling shutter image. Another approach,
presented in [6], addressed the compensation of rolling
shutter effects assuming a planar motion model. Spatio-
temporal triangulation with classical cameras generally in-
volves matching image sequences from multiple cameras as
in [5] where complex image processing at high frame rate
is needed for surface representation.

In this paper, we show how one pair of rolling shutter
images enables the computation of both structure and ve-
locity of rigid moving objects. The heavy constraint in-
volving a-priori knowledge about the scene geometry as-
sumed in previous work is removed. The method uses only
image point correspondences. The main difficulty is that
matched points are not necessarily viewed at the same time.
Thus, classical triangulation methods can not be used. We
present a spatio-temporal triangulation method which takes
into account both image scanning speed and object motion
(through its 6 D.O.F. velocity parameters).

The work presented here aims to make the use of rolling
shutter cameras of a more broad interest. Indeed, structure
from motion algorithms usually requires images from suf-
ficiently different angles of view in order to avoid poor tri-
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angulation. If an object is passing very rapidly through a
tight field of view, one may imagine that the system will not
always be able to grab several images of this object in order
to recover its kinematics. Our method offers the possibil-
ity to recover the motion with one snapshot. From another
point of view, actual computer vision applications request
more and more fast methods to satisfy real time require-
ment. Even by increasing algorithm efficiency and com-
puter speed, we still face the problem of bottleneck in the
transmission line. Our method tends to reduce the amount
of data needed to recover the motion because one well ex-
ploited rolling shutter image contains the same information
about the motion than a long sequence.

In section 2, we briefly recall the basic equation of a
rolling shutter projection model. In section 3, the stereo pro-
jection equations are presented. In section 4, we describe
the structure and velocity computation method. Experiment
results with both synthetic and real data are presented in
section 5.

2. Rolling Shutter Camera Projection Model

In a CMOS camera operating in rolling shutter mode,
the sensor pixels are exposed sequentially starting at the
top and proceeding row by row to the bottom. The readout
process proceeds in exactly the same fashion and the same
speed with a time delay after the reset (this defines exposure
time). The benefit of rolling shutter mode is that exposure
and readout are overlapping. This enables full frame expo-
sures without reducing the frame rate. Each row in the im-
age has the same integration time, however the starting and
ending time of integration are shifted in time as the image is
scanned (rolled). If an observed object is moving during the
integration time, some artefacts may appear and its image is
distorted.

Assume that an object modeled by a set of n points
P, = [X.,,Y;, Z;, 1]T, undergoing a motion with instanta-
neous angular velocity ) around an instantaneous axis of
unit vector a = [ay, ay, az]T, and instantaneous linear ve-
locity V = [V, V,,, V2, l]T, is observed by a rolling shutter
camera at time ¢y. Because the scanning is very fast, one can
reasonably assume constant values for V, a and 2 during
one image acquisition. Denoting R and T the instantaneous
object pose at £y and 7 the time needed for the integration of
one image line (image scanning speed in lines per second),
the point P; is projected onto m; = [u;, v;, l]T after a delay
t; = Tv;. As seen in [2], during this delay, the object per-
forms a rotation 6R; and a translation §'T';. The projection
of P; can thus be expressed up to an arbitrary scale factor s
as follows:

with:

6R; = aa” (1 — cos (1v;,Q2))+Icos (Tv;Q)+[a],, sin (Tv;Q)
2

and:
5Ti = TUZ'V (3)

where I is the 3x3 identity matrix, [a], is the skew-
symmetric matrix associated to a and K contains the clas-
sical intrinsic parameters of a pinhole camera model. Note
that V is expressed in the camera frame.

Equation (1) is the expression of the projection of a 3D
point from a moving solid object using a rolling shutter
camera with respect to object pose, object velocity and the
parameter 7. Note that it contains the unknown v; on its
two sides. This is due to the fact that coordinates of the pro-
jected point on the image depend on both the kinematics of
the object and the imager sensor scanning speed.

3. Stereo with Rolling Shutter Cameras

We consider a moving object observed by a pair of
rolling shutter cameras. The left camera is chosen as the
reference frame. The points P; are then expressed in this
frame. We denote R and T the right-to-left camera frame
transformation. As the object moves and the cameras’ shut-
ter scans through the images, each scanned line does not see
the object at the same position as shown in Figure 2. This is
expressed by the following projection equations of a rolling
shutter pair:

m;, ~ K[JR;, 0T; |P; S
m, ~ K'[ROR, T+0T, P, ®)

7
which include as unknowns the 3D point coordinates P,
the pose and velocity of the object, represented by the ro-
tation axis a and speed (2, and the translational speed V.
These unknowns are linked to the object pose through the
Rodrigues formula:

dR; = aa’ (1 — cos(tv;Q)) + Icos(tv;Q2) + [a],, sin(rv; )
(5Ti = T’UZ‘V

SR, =Dbb' (1 — cos(7'v/Q)) + Lcos(T'v]Q) + [b],, sin(r/v}Q2)

0T}, = 7'vi V'
(6)
Velocity parameters [b, V'] are obtained by the kinematic
twist transformation matrix of [a, V] from the left camera

frame to the right camera frame given as:

v | R [T,R A% e
b o 03 R Q.a
where 03 is the 3 x 3 null matrix. This forms the basis

for the stereo triangulation algorithm described in the next
section.
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Figure 2. Stereo projection in rolling shutter mode.

4. Structure and Velocity Computation from a
Rolling Shutter Pair

4.1. Problem Statement

Standard triangulation proceeds by computing each
point independently. Noting M; and M’; the projection
matrices, this is done by solving for P; the following lin-
ear system with each image point pair using singular value
decomposition:

[ [m;], M; ®)

[m/i}x M/i :| Pi, =0

For the problem at hand, triangulation from each pair of
image points (m;, m}) would give a misplaced point P; be-
cause m; and mg are images, at different times, of a moving
3D point. In fact, we can equivalently say that m; and m)
are images of different 3D points. The idea here is to take
into account the movement of the 3D points in the triangula-
tion equations. This is achieved by introducing the velocity
parameters which are common to all the points P; (assum-
ing constant speed during the acquisition of one image as
stated previously) through the projection matrices M; and
M’; which become:

M,; =K [ oR; 0T, ] ©)
M; =K' [ ROR/; T+0T; ]

Equation system (8) can now be seen as a cost function
which is nonlinear in parameters [P;, a, 2, V] and needs to
be over-determined. Triangulation must thus be performed
for all the points at once by solving a non linear optimiza-
tion problem consisting in minimizing the algebraic dis-
tance defined by equation (8).

An alternative method consists in using the reprojection
error as a criterion. We define a cost function C which pe-
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nalizes the distance between the actual image points m; and
the predicted ones m; (1)) where v is a vector that contains
all the parameters Py, ..., P,,a,Q2and V:

n

> (I = mi () |* + flmf = mi()[*) 10)

i=1

C¥)

The latter approach gives better results. We solve this
nonlinear least squares problem as described in the next sec-
tion.

4.2. Nonlinear Optimization

The solution proceeds in two steps. First, we compute
a suboptimal initial estimate of the 3D points neglecting
rolling shutter effects. Second, we optimize the cost func-
tion defined above starting from the suboptimal initial shape
and a null velocity vector.

For the first step, we make the assumption that the clas-
sical hypothesis of neglecting the effect of rolling shutter
holds to some extent. This is a classical triangulation prob-
lem, for which a closed-form solution is provided in [4].
Given the above computer 3D points, the non-linear least
square optimization can be started.

The cost function in (10) involves 7 + 3n unknowns. Di-
rectly using a nonlinear least squares routine to refine the
cost would result in a computationally expensive procedure,
whose complexity cubic in the number n of points. This
can be achieved with a complexity linear in the number n
of points basing on the usual way one uses in bundle block
adjustment (See [8] for example).

4.3. Degenerate Configuration

The success of structure and velocity computation is
based on the fact that epipolar geometry is not satisfied with
the initial reconstructed points unless the motion is taken
into account. Indeed, when the object undergoes a general
motion, the points can not remain in their respective epipo-
lar plans during this movement. Can we deform the ob-
ject such that all the points P; satisfy the epipolar geometry
with a speed parameter different from the real one ? If yes
a degenerate configuration occurs. In which case do all the
points P; remain on their respective epipolar plans during
the motion ? Without a formal demonstration, we show on
Figure 3 that this is possible only if the object undergoes
a pure translation with a velocity vector exactly parallel to
the baseline linking the two camera centres CC’. Indeed,
the epipolar planes 7; are not parallel and all intersect on
the line CC’. During a pure translation, all the points P;
move along parallel lines. Thus, the only motion which
enables to satisfy epipolar geometry is a translation along
CC'. In some situations this degeneracy can be removed if
some knowledge about the shape is available (planar parts
of the object, known angles, etc).



Figure 3. Degenerate configuration: for a pure translation paral-
lel to the baseline, the spatio-temporal triangulation may give an
imaginary shape P’; with a null velocity insteed of the real shape
P; with the velocity V.

5. Experimental Results

The presented method was tested with both synthetic and
real data. Experiment setup and obtained results are pre-
sented bellow.

5.1. Experiments with synthetic data

To test the reconstruction and the velocity measurement
accuracy, a rolling shutter stereo rig simulator was devel-
oped. Intrinsic, extrinsic and shutter parameters are then
known. A synthetic object of a known geometry is moved
with known velocity parameters yielding ground truth val-
ues for the experiments. The 3D points are projected on
the two images using the rolling shutter model for the left
one and a classical model for the right one. Obtained image
point correspondences are then used to reconstruct the 3D
points and to compute the velocity.

Simulated cameras resolution was 1024x1024 pixels
and the focal lengths varied from 6 mm to 12 mm. The
scan parameter 7 varied from 50 to 100 psec. A virtual ob-
ject representing a 3D grid was used with dimensions vary-
ing from 20x20 cm to 40x40 cm was used. A set of 100
image pairs corresponding to different velocity parameters
was generated. The depht of the points varied from 0.6 m
to 1.20 m. The orientation of vectors V and a was varying
in all the space directions. The magnitude of V was in the
range [0, 10] m/sec. The magnitude of € was in the range
[0, 20] rad/sec.

A noise was added to both calibration parameters and
image points. The 6 noise levels used in the tests are defined
in Table 1. For each noise level and for each image pair, 100

Noiselevel | 0 1 2 3 4 5

00 02 04 06 08 1.0
00 1.0 20 30 40 50
00 02 04 06 08 1.0

Qs Oy (%)
ug, Vo (pixels)
u;, v; (pixels)

Table 1. Noise levels used for synthetic data experiments: values
for intrinsic parameters o, aw, Uo, vo are the values added or
subtracted from real parameters. Values for image point measure-
ments u;, v; are standard deviations of the added gaussian noise.
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Figure 5. Reconstruction results obtained with the previous syn-
thetic image pair: reference points (in red), initial solution (in blue
on the left graph) and final solution (in blue on the right graph).

random noise vectors were added to the exact data. The
structure and velocity computation algorithm was then run.
Figure 4 shows an example of a synthetic image pair and
Figure 5 shows the corresponding reconstructed shape.
Obtained results are summarized in Figure 6, Figure 7
and Figure 8. Note that only 2 cases where the algorithme
converged toward a false local minimum occurred.

5.2. Experiments with real data

A 3D known object was mounted on a rotating mecha-
nism which provides ground truth values for velocity. The
stereo rig was calibrated using the method described in [9].
Several image pairs were taken from different angles of
view. The structure and the velocity of the object were then
computed using the algorithm presented above.

Two examples of image pairs and corresponding 3D re-
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Figure 6. Reconstruction error with synthetic data experiments.

0.05 o i

Translational velocity error (m/sec)
\
\

Noise level

Translational Velocity angle error (°)

S

T
\

\

\
\

\

.

Noise level

Figure 7. Translational velocity vector error with synthetic data
experiments (magnitude and direction).

constructions are given on Figure 9 and Figure 10 respec-
tively. Reconstruction error and velocity computation re-
sults obtained for 3 sequences taken from different view
angles are presented on Figure 11. Results show that per-
formances are in the range obtained with synthetic data.
Note that for very slow motion, the rotation axis is very
badly estimated because the magnitude of the rotation vec-
tor is small. Thus, axis direction estimating is very sensi-
tive to noise. Fortunately, this does not affect the precision
of reconstruction too much because image scanning is very
fast in comparison to such a slow motion and thus rolling
shutter effects are not very important. In the same way,
when the motion is very fast, the precision of translational
speed diminishes and reconstruction error augments due to
rolling shutter effects. These problems can easily be fixed
by choosing an adequate value for parameter 7 according to
the range of speeds one aims to measure.

Figure 12 shows how rolling shutter image points can
be rectified by reprojecting the reconstructed points using a
classical projection model.
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Figure 8. Rotational velocity error and rotational axis error with
synthetic data experiments.

Figure 9. An example of 2 image pairs used in real data experi-
ments.

6. Conclusion and Perspectives

A method for both structure and kinematics computation
from a single rolling shutter image pair was presented. It is
based only on point correspondences and takes advantage of
motion artefacts in the image. The method enables rolling
shutter effects compensating and reduces the amount of data
needed in structure from motion algorithms. Doing so, it
makes rolling shutter cameras of a more broad interest.



Figure 10. Reconstruction from image pair 1 (top graphs) and from
image pair 2 (bottom graphs): left graphs show initial structures
and right graphs show refined structure.
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Figure 11. Experiment results with real data sequences taken from
three different view points.

Our current work focuses on the matching problem. A

RANSAC approach can be used. However, for very fast
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Figure 12. Rolling shutter effect compensation: red points repre-

sent what a classical camera would see.

motion, local effects of rolling shutter can affect correlation
results during the candidate match generation step. For in-
stance, effects on Harris points should be investigated.
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