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Abstract

This paper examines the problem of moving object detection. More precisely, it addresses the difficult scenarios where background scene textures in the video might change over time. In this paper, we formulate the problem mathematically as minimizing a constrained risk functional motivated from the large margin principle. It is a generalization of the one class support vector machines (1-SVMs) [17] to accommodate spatial interactions, which is further incorporated into an online learning framework to track temporal changes. As a result it yields a closed-form update formula, a central component of the proposed algorithm to enable prompt adaptation to spatio-temporal background changes caused by e.g. camera jitter and dynamic background textures. We also analyze the mistake bound and discuss issues such as dealing with non-stationary distributions, making use of kernels, and efficient inference by a variant of dynamic programming. We note in the passing that the online 1-SVM algorithm of [2] can be seen as a special case of the proposed framework. By exploiting its inherently concurrent structure, the proposed approach is designed to work with the highly parallel graphics processors (GPUs), to take advantage of this widely available and affordable computing platform. This leads to a system that is able to work in realtime: empirically it parses images at over 80 frame per second (FPS) using a middle-class GPU.

1. Introduction

A fundamental problem in video content analysis is to detect moving foreground objects from background scenes. This procedure provides necessary low-level visual cues to facilitate further analysis, such as object tracking [7], action or activity recognition, and is crucial to many applications including surveillance, human computer interaction, animation and video event analysis.

In this paper, the problem is mathematically formulated as minimizing a constrained risk functional, motivated from the large margin principle. More precisely, it is a generalization of the 1-SVMs [17] to accommodate spatial interactions, which is further incorporated into an online learning framework based on the work of e.g. [9, 2] to track temporal background changes. As a result it yields a closed-form update formula that is a central component of the proposed algorithm to enable prompt adaptation to spatio-temporal background changes caused by e.g. camera jitter and dynamic background textures. We also analyze the mistake bound and discuss issues such as dealing with non-stationary distributions, making use of kernels, and efficient inference by a variant of dynamic programming. We note in the passing that the online 1-SVM algorithm of [2] can be seen as a special case of the proposed framework. By exploiting its inherently concurrent structure, the proposed approach is designed to work with the highly parallel graphics processors (GPUs), to take advantage of this widely available and affordable computing platform. This leads to a system that is able to work in realtime: empirically it parses images at over 80 frame per second (FPS) using a middle-class GPU.

Related Work In Machine Learning Literature

Vapnik and his co-workers develop the theory of support vector machines (SVMs) and advocate large margin learning principle through the seminar work of [26], which is recently extended to structured output learning [23, 25] (i.e. the output space consists of structured objects such as sequences, strings, trees). Similarly kernel methods are introduced for various pattern analysis problems [18]. Moreover, in contrast to the usual batch learning scenario where by training from a finite set of examples, an algorithm is expected to predict well on unseen examples generated from an underlining stationary distribution, online learning e.g. [9, 1], on the other hand, takes place in a sequence of trials, thus is able to deal with cases where this distribution might change with time or for stream data such that the number of examples grows over time and might not fit into the memory — both are exactly what have been encountered in our problem. Kernel methods can similarly be incorporated into online learning, e.g. [8, 2]. [2] is the first attempt of using online learning framework to deal with the dynamic background changes and stream data nature of our problem, but spatial inconsistency still persists with the i.i.d. pixels as-
assumption. Generalizing from the online 1-SVM of [2], this paper explicitly incorporates spatial interactions of proximal pixels to account for the spatio-temporal background scene changes.

Related Work In Computer Vision Literature A variety of techniques have been presented in the vision community [24, 22, 4, 28, 11]. The limitation of these methods comes from the two commonly adopted assumptions: a static background scene as well as independent pixel processes. Both are often violated in real-life situations: the background scene might change over time due to e.g. illumination changes, waves, wind or camera jitter, while ignoring spatial dependency among neighboring pixels inevitably leads to inconsistent and noisy predictions. To accommodate temporal changes, variants of autoregression models are employed [27, 13] that however rely on the biologically motivated center-surround method [13]. In particular, [19, 14, 3] use Markov random fields (MRF) models, which are unfortunately computationally demanding thus not suitable for real-time video analysis. In addition, most existing approaches are generative methods [24, 14, 3], while it has been widely accepted that discriminative methods often deliver better results [12]. On the other hand, while attempts have been made to utilize GPUs for efficient foreground background segmentation, existing methods (e.g. [6]) are still limited to handling static backgrounds.

Our Contribution The proposed algorithm (namely online struct 1-SVM) has three main contributions. First, the problem of background subtraction is connected to work in online learning and learning with structured output, which possess a rich literature(e.g. [9, 1, 23, 25]) and well-studied theoretical principles. Second, we present a new online learning algorithm that generalizes the previous 1-SVM [17] and online 1-SVM [2] to incorporate spatial interactions of neighbor nodes over the induced structured output graph. A formal mistake bound analysis is provided. This provides a principled method of modeling the spatio-temporal dependencies commonly existed in videos, as demonstrated in various real-life scenarios during empirical simulations. Third, unlike previous approaches using CPUs that often run offline or quasi-realtime, it is explicitly designed to work with GPUs. This leads to a processing speed of over 80 frames per second (FPS), sufficiently efficient for follow-up realtime analysis. In practice our realtime algorithm is shown to perform comparable or even superior to the state-of-the-art non-realtime methods.

2. The Online Struct 1-SVM Approach

2.1. Problem Formulation

Let \( x \in \mathcal{X} \) denote an observed image and let \( \mathcal{Y} \) be the set of feasible labels. A label \( y \in \mathcal{Y} \) is defined over a grid graph \( G = (V, E) \), where \( i \in V \) indexes a local pixel and \((i,j) \in E\) denotes an edge connecting neighboring pixels \( i \) and \( j \). For the ith pixel let \( y = y_i \in \{-1, +1\} \) indicate whether this pixel belongs to foreground \((-1)\) or not \((+1)\).

When taking a video stream \( T = (x_1, \ldots, x_T) \) as input, the task is to detect foreground objects from these images by assigning labels \((y_1, \ldots, y_T)\) on the fly.

Denote \( w \) a model parameter vector and \( L(x, w) \) a loss function, the problem can be abstractly casted as learning a model that incurs least accumulative losses on \( T \). Let us start by considering a batch learning scenario where the entire set of examples (or images), \( T \), are available and the learning procedure involves minimizing a regularized risk function

\[
\min_w \frac{1}{2} \|w\|^2 + \frac{\eta}{T} \sum_{t=1}^{T} L(x_t, w),
\]

where \( \eta > 0 \) is a trade-off scalar. Denote the discriminant function \( f(x_t, y) = \langle w, \phi(x_t, y) \rangle \), where \( \phi(\cdot, \cdot) \) is the feature function over the joint input-output space.

Now, by the over-simplified assumption that each pixel is independent of others, i.e. \( E = \emptyset \) for the label graph \( G \), the loss \( L \) can be factorized as a sum of individual pixel loss as \( L(x_t, w) = \sum_{i} l(x_t, \hat{w}_i) \), where \( w = \{ \hat{w}_i : i \in V \} \) with each element \( \hat{w}_i \) being a parameter vector to predict the ith pixel label. Motivated from the large margin principle, a vanilla 1-SVM can be used for each pixel as \( l(x_t, \hat{w}_i) = (\rho - f_i(x_t))_+ \), where \( \rho > 0 \) is the margin, and \( (\cdot)_+ := \max(0, \cdot) \) denotes the hinge function. In this paper, we propose a generalization of batch learning 1-SVM [17] to structured output

\[
\min_{w, \xi} \frac{1}{2} \|w\|^2 + \frac{\eta}{T} \sum_{t} \xi_t
\]

s.t. \( \Delta f_i(1, y) \geq \Delta(1, y) - \xi_t, \quad \forall t, y, \)

where \( \Delta(1, y) \) denotes the label distance between all one (i.e. all background label) and \( y, \Delta f_i(1, y) := f(x_t, 1) - f(x_t, y) \), and \( \xi_t \geq 0 \) for all \( t \). This provides the loss function as

\[
L(x_t, w) = \sum_{y \in \mathcal{Y}} \left( \Delta(1, y) - \Delta f_i(1, y) \right)_+ ,
\]
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and the optimal label field configuration can be obtained by solving an integer assignment problem

\[ y' = \arg \max_y \Delta(1, y) - \Delta f_1(1, y). \]  

(4)

2.2. Online Learning

We further consider an online learning framework based on that of [9, 2], where at time (or trial) \( t \), given the current parameter \( \omega_t \) and presented with an example \( x_t \), we update the parameter \( \omega_{t+1} \) by minimizing a regularized risk function on current example

\[ w_{t+1} = \arg \min_{\omega_t} \frac{1}{2} \| w - \omega_t \|^2 + \eta L(x_t, w). \]  

(5)

A label \( y \) is said to be margin violating if \( \Delta(1, y) - \Delta f_1(1, y) > 0 \) with its violation magnitude as \( \epsilon(y) := \Delta(1, y) - \Delta f_1(1, y) \). This gives the set of violation labels as \( E_t := \{ y \text{ s.t. } \Delta(1, y) - \Delta f_1(1, y) > 0 \} \). Denote \( \psi(x_t, y) := \phi(x_t) - \phi(x_t, y) \), the parameter vector is then additively updated by

\[ w_{t+1} = w_t + \sum_{y \in E_t \cup \{y\}} \alpha_{t, y} \psi(x_t, y). \]  

(6)

When \( E_t \neq \emptyset \), following the implicit update principle of [2], it is easy to derive that the coefficients \( \alpha_{t, y} \in [-\eta, 0] \) for \( y \in E_t \), \( \alpha_{t, 1} = -\sum_{y \in E_t} \alpha_{t, y} \leq \eta \) and all other \( \alpha_{t, y} = 0 \). In particular, assume \( \phi(x, y) = \varphi(x) \otimes \delta(y) \) with \( \delta(\cdot) \) being the delta function and \( \otimes \) the tensor product, the optimal solution to (5) becomes

\[ \alpha_{t, 1} = \frac{\sum_{y \in E_t} \min \left\{ \Delta(1, y') - \Delta f_1(1, y'), \| \varphi(x_t) \|^2, \eta \right\}}{\| E_t \| + 1}, \]  

(7)

\[ \alpha_{t, y} = \alpha_{t, 1} - \min \left\{ \frac{\Delta(1, y) - \Delta f_1(1, y)}{\| \varphi(x_t) \|^2}, \eta \right\}, \text{ for } y \in E_t. \]  

(8)

This online learning framework naturally addresses the issue of temporal changes in video stream, and the online 1-SVM method used in [2] is in fact a special case by ignoring the edges \( E \). It is unfortunately not practical: as the cardinality of the label graph space grows exponentially with the graph size, it is essentially prohibitive to compute the exact solutions of (7) and (8) for a reasonable sized image, since they rely on exhaustively search for every violation label in \( E_t \). Instead, in what follows we approximate the original optimization problem (2) by a set of decomposed constraints.

According to the graph structure of label \( y \), we can decompose the discriminant function into local (pixel and edge) parts as \( f(x, y) = \sum_i f_i(x, y_i) + \sum_{(i,j)} f_{ij}(x, y_i y_j) \), similarly the feature function becomes \( \phi(x, y) = \sum_i \phi_i(x, y_i) + \sum_{(i,j)} \phi_{ij}(x, y_i y_j) \), where \( f_i(x, y_i) = \langle u_i, \psi_i(x, y_i) \rangle \) and \( f_{ij}(x, y_i y_j) = \langle u_{i,j}, \psi_{ij}(x, y_i y_j) \rangle \). (2) is approximated by solving

\[ \min_{\omega_t} \frac{1}{2} \| \omega - \omega_t \|^2 + \eta \left( \sum_i \xi_i + \sum_{(i,j)} \xi_{ij} \right) \]  

s.t. \[ f_i(x_t, 1) - f_i(x_t, -1) \geq \Delta_i - \xi_i, \quad \forall i, \]  

\[ f_{ij}(x_t, 1) - f_{ij}(x_t, y_i y_j) \geq \Delta_{ij}(1, y_i y_j) - \xi_{ij}, \quad \forall (i, j, y_i y_j), \]  

(9)

where we set \( \rho := \Delta_i = 1, \Delta_{ij}(1, y_i y_j) \) the label distance between the two edge label assignments, and \( f_i(x, y_i) = \frac{1}{2} y_i f_i(x) \). Comparing with the original optimization problem (2), this decomposed loss induces a set of tighter constraints than the constraints of (2), as each decomposed (node or edge) discriminant function \( f_i \) (or \( f_{ij} \)) is now desired to outscore its competitors by a margin. The loss function is decomposed accordingly as

\[ L_d(x_t, w) = \sum_i \left( \rho - \hat{f}_i(x_t) \right) + \sum_{(i,j), (y_i y_j)} \left( \Delta_{ij}(1, y_i y_j) - (f_{ij}(x_t, 1) - f_{ij}(x_t, y_i y_j)) \right), \]  

(10)

Further, by assuming each local (pixel or edge) feature function \( \phi_i(x, y_i) \) or \( \phi_{ij}(x, y_i y_j) \) can be factored into a tensor product \( \varphi(x) \otimes \delta(y_i) \) (or \( \varphi(x) \otimes \delta(y_i) \otimes \delta(y_j) \)), as the optimum solution of (9), the parameter vector is now updated by

\[ w_{t+1} = w_t + \sum_i \alpha_{t, i} \psi_i(x_t, y_i) + \sum_{(i,j), (y_i y_j)} \alpha_{t, ij, y_i y_j} \psi_{ij}(x_t, y_i y_j), \]  

(11)

with

\[ \alpha_{t, i} = \min \left\{ \frac{\rho - \hat{f}_i(x_t)}{\| \varphi_i(x_t) \|^2}, \eta \right\}, \quad \forall i, \]  

(12)

\[ \alpha_{t, ij, y_i y_j} = \min \left\{ \frac{\Delta_{ij}(1, y_i y_j) - (f_{ij}(x_t, 1) - f_{ij}(x_t, y_i y_j))}{\| \varphi_{ij}(x_t) \|^2}, \eta \right\}, \quad \forall (i, j), (y_i, y_j). \]  

(13)

This can be viewed as a generalized version of the online 1-SVMs [2], where \( E = \emptyset \) and we only compute the update of local node parts (12).

2.3. Mistake bound

Let \( P(w) := \frac{1}{2} \| w \|^2 + \frac{\rho}{T} \sum_{t=1}^T L_d(x_t, w) \) denote the optimum of the batch version of the primal risk, let \( \epsilon \in \)
(0, ρ) be the 1-SVM threshold, and denote the minimum non-trivial edge margin ρc := miny≠yi≠1{Δc(1, y, yi) | y, yi ∈ {−1, 1}} > 0. In what follows we provide a mistake bound.

**Theorem 1.** Let \( \{(x_1, y_1), \ldots, (x_T, y_T)\} \) be an arbitrary sequence of observations such that \( ||φ_i(x_t, y_t)||^2 \leq X^2 \) and \( ||φ_i(x_t, y_t)||^2 \leq X^2 \) hold for any \( t, i, (i, j), x \) and \( y \). The number of mistakes \( M \) made by Algorithm 1 is at most

\[
\min_w P(w) = \frac{ρ - c}{V} \sum_{i=1}^{T} \min \{ \eta: \frac{ρ - c}{x^2} + \frac{ρ - c}{x^2} \min \{ \eta: \frac{ρ - c}{x^2} \} \}
\]

**Proof.** (sketch) Denote the Lagrange dual up to trial \( t \) as \( D(α^t) \), \( M \) the trials on which the algorithm makes mistakes. Following the proof technique of [21], as a consequence of weak duality and the fact \( D(α^t) = 0 \), the telescoping sum of the dual progresses is upper bounded as \( \min_w P(w) \geq \max_x D(α^t) \geq \sum_{t∈T}(D(α^t) - (α^{t-1})) \). In addition, the dual can be additively decomposed into local parts as \( D(α^t) = \sum_i D_i(α^t) + \sum_{i,j} D_{ij}(α^t) \) and we can compute the dual progress of each local part at each trial. Putting these together and rearranging terms yield the desired result. □

**Algorithm 1** The Online Struct 1-SVM Algorithm

**Input:** The trade-off value \( η \) and video stream \( x_1, \ldots, x_T \)

**Output:** labels \( y_1, \ldots, y_T \)

\( w_0 \leftarrow 0 \)

for \( t = 1 \) to \( T \) do

Observe image \( x_t \)

Update \( w_t \) according to Equations (11), (12) and (13)

Predict label \( y^* \) using Equation (4)

end for

2.4. Dealing with Non-stationary Distributions

So far we have considered the stationary scenario where examples (images) are drawn in hindsight from the same distribution. In practice, however, the examples might drift slowly and we would like to track them. This can be accommodated by extending (5) as

\[
w_{t+1} = \text{argmin}_w \frac{1}{2} ||w - w_t||^2 + \left( \frac{λ}{2} ||w||^2 + c \cdot L(x_t, w) \right),
\]

where \( η \) is incorporated into the two constants \( λ, c > 0 \). As a result it leads to a geometrical decay of previous estimates: \( w_{t+1} = (1 - τ)w_t + \sum_i \alpha_i \psi_i(x_t, y_t) + \sum_{i,j} \alpha_i \beta_j y_i y_j \psi_{ij}(x_t, y_t, y_j) \) with \( τ := \frac{λ}{1+λ} \).

2.5. Kernels

To make use of the powerful kernel methods, the proposed framework can be lifted to reproducing kernel Hilbert space (RKHS) \( H \) by letting \( w \in H \), with the defining kernel \( k : (X \times Y)^2 \to \mathbb{R} \) satisfying the reproducing property, \( (w, k((x, y), \cdot))_{H} = f(x, y) \). The celebrated representer theorem guarantees that \( w \) can be expressed uniquely as \( w_{t+1} \sum_{i=1}^t \sum_j \alpha_i \beta_j k((x_i, y_i), \cdot) \), and the kernels can be decomposed into local parts as well.

The embrace of kernels however introduces the issue of support vectors which usually grow linearly with the number of examples up to time \( t \). Rather than storing all past examples which is prohibitively expensive, we truncate the function expansion by following the strategy of [2] to maintain a set of buffers with fixed size, \( \{B_i, B_{ij}\} \), each dedicates one local part and each starts from empty. Once a buffer \( B_i \) (or \( B_{ij} \))’s size limit \( ω \) is exceeded, the local part with the lowest coefficient value is discarded.

2.6. Dynamic programming (DP) inference

The inference problem (4) can be equivalently represented as its decomposed form

\[
y^* = \text{argmax}_y \sum_{i=1}^T \left( \Delta_i(1, y_i) + f_i(x_t, y_i) \right) + \sum_{i,j} f_{ij}(x, y, y_j),
\]

where \( Δ_i(1, y_i) = ρ \) if \( y_i = -1 \) and 0 otherwise. Graph cuts might be the first option to solve this binary labeling problem. However, our edge functions \( f_{ij} \) may not satisfy the submodular constraint, which then becomes a NP-hard problem for a graph cuts algorithm to find the optimal solution [10]. Although several variants of graph cuts have been devised to deal with the non-submodular functions [10], they tend to be much more complicated thus difficult to be made parallel. Rather we adopted a variant of DP that dedicated to efficient image processing [5]. This method performs two DP passes along orthogonal scanline directions, which helps to remove the streak artifacts suffered by most existing DP type algorithms. In brief, the first DP pass searches for optimal solution of each individual horizontal scanline and selects a limited set of reliable label assignments, which are then used to guide the second DP pass performing along vertical scanlines. While the original algorithm assumes the spatial interactions follow the multi-class Pott’s model, we extend the algorithm to deal with our non-submodular edge functions \( f_{ij} \), as well as simplify the computation to solve our binary labeling problem more efficiently. In particular, we utilize a two-dimensional cost array \( S \) to store the partial optimal solutions. That is, \( S[i, j] \) is the cost of the optimal solution for the first \( i \) pixels, given that label \( y \) is assigned to pixel \( i \). Now the iterative function
for optimal path search is defined as:
\[
S[j, +1] = \max \left\{ S[i, +1] + f_{ij}(x, (+1, +1)), \right. \\
S[i, -1] + f_{ij}(x, (-1, +1)) \left. \right\} + f_j(x, +1),
\]
\[
S[j, -1] = \max \left\{ S[i, +1] + f_{ij}(x, (+1, -1)), \right. \\
S[i, -1] + f_{ij}(x, (-1, -1)) \left. \right\} + 1 + f_j(x, -1),
\]
with boundary conditions:
\[
S[0, +1] = f_0(x, +1),
\]
\[
S[0, -1] = 1 + f_0(x, -1).
\]

3. Working with Graphics Processors

Graphics Processing Units (GPUs) on modern graphics cards allow developers to write their own computational kernels that are executed on multiple data (vertices or pixels) in parallel. Traditionally GPUs are dedicated to 3D graphics applications where the computational kernels are used to calculate the transformation and lighting of each vertex (called vertex shaders), or to compute the shading of each rasterized pixel (called pixel shaders). For general purpose applications, the computation process is normally cast as a rendering process that involves one or more rendering passes. Within each rendering pass, the following operations are sequentially performed: (1) represent the input data as 2D or 3D arrays and load them into the video memory as textures; (2) load the algorithm into the GPU as a pixel shader; (3) set either the screen or a pixel buffer in memory as textures; (2) load the algorithm into the GPU as a pixel shader; (3) set either the screen or a pixel buffer in memory as textures; (4) execute the shader by rendering a image-sized rectangle. Our goal is to process live feed video in real time. To achieve this, we carefully exploit the inherently concurrent structure of the proposed algorithm to work with the highly parallel graphics processors as described below.

Our algorithm is implemented here in three main steps: The first two steps compute the per-pixel function \( f_i \) and the per-edge function \( f_{ij} \), respectively; while the third step uses the modified DP algorithm to solve (16). As the first two steps are very similar, in what follows we concentrate on describing the first step (computing \( f_i \)). For space concerns we refer interested readers to [5] for a detailed account of the GPU-based DP implementation, as our modified version is implemented in the same manner.

When computing per-pixel loss on the GPU, a 2D color texture of \( \omega \) times image size is created as local buffers for kernel expansions. This texture is used to store the support vectors (SVs) and corresponding coefficients for each pixel in the image. To retain the most important support vectors, all observation-coefficient pairs are sorted in descending order according to the absolute values of the coefficients and only those have higher weights are kept. Throughout the experiments we fix \( \omega = 50 \).

When a new frame \( t \) is presented, three rendering passes are executed as follows. In the first pass, the pixel shader takes the new observation and the existing local buffers as two input textures, computes the function \( f_i(x_t) \) as kernel expansion using the \( i \)th pixel buffer, and stores the result into a new texture. This texture is then used in the second pass to compute \( \alpha_{t,i} \) using a different shader that implements (12). Finally in the third rendering pass, the local buffers are updated using the \( \alpha_{t,i} \) values obtained.

4. Experiments

We evaluate the performance of the proposed algorithm (online struct 1-SVM) by comparing to the online 1-SVM of [2], the recent variant of mixture of Gaussians (MoG) [22, 28, 11] using recursive updates [28], as well as the Bayesian method of [20] (referred to as Sheikh et al.). In particular, precision-recall (PR) curves are utilized to account for the highly skewed nature of our object detection datasets. For online 1-SVM and the proposed algorithm, the same set of algorithm parameters are used during the experiments, including the RBF kernel with \( \sigma = 8 \), the margin \( \rho = 1 \), trade-off value \( \eta = 0.2 \), the decay factor \( \tau = 0.95 \), and the buffer size \( \omega = 50 \), and the raw image data are directly used as features. For a fair comparison, we adopt the original implementation of [28], and that of Sheikh et al. [20]. The internal parameters of these methods are also tuned to obtain good performance. During the experiments five datasets are employed that cover a number of dynamic backgrounds scenarios:

**Jug** \(^1\) A foreground jug floats through the background rippling water [27].

**Railway** \(^2\) A strong breeze causes the camera to jitter during the capture [20].

**Beach** \(^3\) Multiple foreground people walk through a background beach of moving waves.

**Lights** \(^4\) The lights in the scene are switched on then back off during the capture [2].

**Trees** \(^5\) A well-known Wallflower dataset that has a waving tree in background [24].

Fig. 1 presents sample frames of each video dataset, where for each column, the top row shows the first frame in the video, the second row displays a test frame with

---

\(^1\) Downloaded from http://www.cs.bu.edu/groups/ivc/data.php

\(^2\) Downloaded from http://www.cs.cmu.edu/~yaser/new_background_subtraction.htm

\(^3\) Downloaded from http://www.wisdom.weizmann.ac.il/~vision/BehaviorCorrelation.html

\(^4\) Downloaded from http://tic.uchicago.edu/~lcheng/Bksbf/videos/lights_data.avi

\(^5\) Downloaded from http://research.microsoft.com/~jkkrumm/wallflower/testimages.htm
corresponding hand-labeled ground-truth given in the third row. Fig. 2 provides a visual comparison of recursive MoG, Sheikh et al., online 1-SVM and our algorithm. Overall recursive MoG gives inferior results as it tends to produce noisy output and is slower to adapt to changes. While the pixel-based online 1-SVM of [2] adapts quickly to illumination changes e.g. for the Lights dataset, it nevertheless yields label noises, and in contrary, our method produces much smoother segmentation results while still responding quickly to illumination changes, as shown visually in Fig. 2. We notice that Sheikh et al. also produce very competitive foreground labels, while in term of preserving the shape or silhouette details, it performs less successful when comparing to our method. These results empirically support that the proposed approach is capable of dealing with the challenging situations such as illumination changes, dynamic water backgrounds, and camera jitters.

A quantitative comparison is evaluated based on the precision recall (PR) analysis. The PR curves are generated by adjusting the threshold parameters of the evaluating algorithms followed by computing the precision and recall of the predicted labels against the ground truth. As in Fig. 4, online 1-SVM and Sheikh et al. both perform consistently better then the recursive MoG method, but at the same time are outperformed by the proposed approach. An interesting observation is that Sheikh et al. seems always outperform other comparison methods (except for the proposed one) by a large margin, in area of medium to large precisions (meanwhile recalls are from small to medium), while it seems to be inferior to 1-SVM or sometimes MoG as we emphasis more on recalls. Here our method performs consistently very well in the PR curves of these testbeds. In addition, in Fig. 3 we visually compare our result to two approaches on the Jug sequence, namely the autoregressive method of [27] and the method of [3] that exploits spatial neighbors, as both report only visual results. Our method is also shown to provide visually competitive results.

Both the quantitative analysis and this visual comparison suggest that our approach perform better or at least comparable to these state-of-the-arts. Moreover, unlike existing approaches, our result is obtained without resorting to any preamble pure background images for model training and initialization. We also would like to emphasize that these state-of-the-art methods including Sheikh et al. [20] (11 fps), [27] (0.125 fps), and [3] (no report on fps) are non-realtime methods, while our method works in realtime. During the experiments, we employ an ATI Radeon X1950 GPU (which is a widely available middle class graphics processor) running on an IBM Intellistation M Pro desktop with Intel 3.4GHz Pentium 4 CPU. Our GPU implementation executes at 81.5 FPS for video feed with 320×240 resolution, which gives on average 40-fold speed-up over our CPU implementation on the same computer.

5. Conclusion and Discussion

We presented a competitive algorithm for realtime foreground segmentation from videos which uses the ideas from large margin classifiers and online learning to extend the 1-SVM formalism to accommodate spatial dependency among neighboring pixels, and the algorithm is adapted and implemented to efficiently work with highly parallel graphics processors. Experimental evaluation on a number of datasets shows that our realtime algorithm is comparable to the state-of-the-art offline algorithms. As future work, we plan on devising dedicated global inference procedure, as well as to extend our algorithm to other interesting but difficult scenarios such as realtime foreground segmentation under water, in the presence of fog or during the night.
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Figure 1. From left to right: sample images of the four datasets (Jug, Railway, Beach, Lights, and Trees), each presented in one column. Top row: the first video frame; Middle row: a test frame; Bottom row: hand-labeled ground truths.

Figure 2. First row: results of the MoG method [11]. Second row: Sheikh et al. [20]. Third row: results of the online 1-SVM method [2]. Fourth row: result of our approach. Bottom row: the extracted foregrounds using our approach. While effectively removes noises, Our approach preserves the detailed shapes of foreground objects, e.g. the pedestrian in the Railway dataset.


Figure 3. Comparisons to other recent offline methods on the Jug dataset. From left to right: test frame, result from Fig. 5 of [27], result from Fig. 4 of [3], our result, and ground truth from Fig. 4 of [3].

Figure 4. Precision-Recall curves of four algorithms (MoG as baseline, online 1-SVM, Sheikh et al.[20], and the proposed algorithm) on the Jug, Railway, Beach, Lights, and Trees datasets.