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ABSTRACT

This paper proposes a robust object segmentation algorithm that tack-
les problems that arise in environments in which the foreground and
background colours are similar and there is light reflection in the
shadow areas. The proposed algorithm bases its efficiency on a novel
RGB colour detection process with adaptive threshold and edge de-
tection, which are combined in order to obtain a foreground map
containing objects and shadows. Subsequently, edge information is
used to remove the shadow regions that are out of the edge bound-
ing boxes. Finally, a post-processing procedure is applied and, for
offline detection, a temporal filter is included in order to retrieve the
misclassified pixels. The experimental results demonstrate the su-
perior performance of our algorithm in comparison to other existing
methods.

Keywords: adaptive thresholding, Sobel edge detection, confidence
map, shadow removal

1. INTRODUCTION

The extraction of moving objects from video sequences is a key op-
eration for content-based video coding, multimedia content descrip-
tion, and intelligent signal processing. Several algorithms have been
proposed for object detection in video surveillance applications [1].
For colour images, a popular approach is based on the assumption
that each pixel of the background is a realization of a random vari-
able with Gaussian distribution (SGM–Single Gaussian Model) [2].
The mean and covariance of the Gaussian distribution are indepen-
dently estimated for each pixel. In order to adapt the frequent colour
change of the same background pixel, a Multiple Gaussian Model
(MGM) is used to represent the distribution of the background pix-
els [3]. But there are still some serious drawbacks of these methods,
e.g., mistakenly subtracting objects that have colours similar to the
background colour and misclassifying shadows as foreground.

In [4], Jabri et al. presented a novel background subtraction
method that combines both colour and edge information to improve
the quality and reliability of the results. In [5], chromaticity infor-
mation was used for the elimination of shadows. In [6], Cucchiara et
al. used some shadow properties in HSV color space to distinguish
shadows from moving objects. The above two methods generated
good results in outdoor environment, but had poor performance for
indoor shadows, which are usually accompanied by light reflection.
In [7] and [8], edge information was used in order to cope with in-
door shadows. However, those methods needed very clear bound-
aries of the moving objects, which are hard to be obtained when the
difference of the foreground and background colours is very small.

In this paper, we present a robust algorithm for the detection
of foreground objects that have similar colours with the background

and with their light-reflected shadows. The main contribution of this
paper is the use of a novel adaptive thresholding detection and an
improved shadow removal method based on edge information in or-
der to deal with complicated indoor object segmentation problems.
The new approach is compared with some popular methods for ob-
ject segmentation. The experimental results show that the proposed
method generally outperforms the other methods in the comparison.

The paper is organized as follows. Section 2 describes our fore-
ground detection method. Section 3 describes the shadow removal
and the post-processing operations of the proposed algorithm. In
Section 4, the proposed system is experimentally evaluated and com-
pared with other existing methods. The conclusions are given in
Section 5.

2. PROPOSED ALGORITHM

2.1. System Outline

The proposed system is outlined in Fig. 1. First, the background
image is updated based on the background information of the previ-
ous frame. Second, an initial block-size change detection is applied
to roughly obtain foreground areas. Then, a novel RGB colour de-
tection with adaptive threshold and edge detection are combined to
obtain a foreground map containing objects and shadows. A novel
shadow removal process using edge information and a post-processing
procedure are subsequently applied in order to obtain the final re-
sults.

2.2. Background Updating

To take into account slow illumination changes, which occur in long-
term tracking, the background image should be subsequently up-
dated. In many background subtraction approaches (e.g. [3], [4]), all
pixels are updated for each frame. The drawback of this method is
that a stop-moving object will soon be misclassified as background.
To avoid this, we only update the pixels that are classified as back-
ground in the previous frame.

Bt (φ) = αIt−1 (φ) + (1 − α) Bt−1 (φ) (1)

where It (φ) is a three-dimensional vector representing the inten-
sity values of the three colour channels at image position φ, which
is classified as a background pixel after the object segmentation of
the previous frame. The parameter α is the learning rate. In our
experiments we used α = 0.05.

2.3. Initial Block-size Mask

The aim of this step is to roughly determine the foreground areas,
so that lower thresholds can be used in those areas at the next RGB
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Fig. 1. Outline of the proposed algorithm

change detection step, in order to detect foreground pixels with sim-
ilar colours to the background. We calculate the average difference
between the current and background frame in a block

davg =
1

Φ

∑

φ∈Φ

|I (φ) − B (φ) | (2)

then we sum up the differences of three colour channels and thresh-
old it with T . For the size of the frames in our experiments is
384 ∗ 288, we firstly use an initial block size of Φ0 = 32 ∗ 32.
The blocks with larger difference are assumed to contain foreground
pixels, we then divide these ’foreground blocks’ into smaller sub-
blocks

Φn = Φn−1/4 (n = 1, 2, 3) (3)

and apply the above detection within the sub-blocks, with a higher
threshold

Tn = Tn−1 + Tadded (n = 1, 2, 3) (4)

For preciseness, we iterate this subdivision three times, then apply
a median filter for the smallest size (Φ3 = 4 ∗ 4) blocks to obtain
a foreground blocks’ map. Since we initially calculate the average
difference within blocks sized Φ0 = 32 ∗ 32, the edge pixels of
the objects might be in the blocks which contain mostly background
pixels, and the edges will likely be missed. To avoid missing fore-
ground information, we use another initial block size Φ′

0 = 24 ∗ 24

to go through the above steps again to obtain another map, and then
combine the two maps to obtain a initial foreground map (Fig. 2(b))

Mapblock = MapΦ ∪ MapΦ′ (5)

2.4. Colour Change Detection with Adaptive Threshold

For the accurate detection of foreground objects, a pixel-wise method
is appropriate. However, when using basic colour change detection
methods, regardless of the colour space, the use of a fixed thresh-
old achieves poor adaptation. Specifically, using a high threshold,
foreground pixels with small colour differences will be misclassi-
fied, while using a lower threshold will result in much unremovable
noise. When using a single or a mixture of Gaussian models, the
threshold for each pixel is a fixed multiple of its variance, in which
case only temporal factors are considered whereas spatial factors are
ignored. Therefore, when foreground colours are similar to their sur-
rounding background colours, methods based on mixtures of Gaus-
sians do not achieve satisfactory performance. In our algorithm, we
propose a novel method for threshold adaptation. Specifically, we
define the threshold as

Tadapt = k1

(
σ2

curr + k2σ
2
diff

)
/μdiff (6)

where σ2
curr is the local variance in the current frame I , σ2

diff and
μdiff are the local variance and local mean value in the difference
frameD (D = |I − B|). For pixel φ0:

μdiff (φ0) =
1

Ψ

∑

φ∈Ψ

D (φ) (7)

σ2
diff (φ0) =

1

Ψ

∑

φ∈Ψ

|D (φ) − μdiff (φ0) |2 (8)

σ2
curr (φ0) =

1

Ψ

∑

φ∈Ψ

|I (φ) − μcurr (φ0) |2 (9)

where Ψ is the local neighbour area of φ0. In order to create a con-
fidence map [4], for each pixel in the difference frame, we set two
pairs of k1 and k2 in (6), to get two thresholds T1 and T2 (T1 > T2).
Then we use the method in [4] to create confidence maps in three
colour channels respectively, and take the maximum value of the
three channels to create a confidence map of colour change detec-
tion CMapcolour . As seen in Fig. 2(c), due to the denominator in
(6), pixels within changing areas have lower thresholds, that makes
sure foreground pixels with small D (φ) (e.g., white clothes of the
person in front) will not be missed. However, much noise will be
generated. Due to the numerator in (6), most of the noise are sepa-
rated from the foregrounds, that makes them easy to be removed in
the later stages.

2.5. Edge Detection

In the proposed algorithm, edge detection will be involved for the
extraction of the foreground map and the removal of shadows. First,
the Sobel mask is used for the calculation of the edge gradient

G =
√

G2
x + G2

y (10)

where Gx and Gy are the horizontal and vertical differences in the
difference frameD. Then, an edge confidence mapCMapedge (Fig.
2(d)) is created.
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Fig. 2. (a) Original image, (b) Initial block-size map, (c) Confidence
map of RGB change detection with adaptive threshold, (d) Confi-
dence map of Sobel edge detection, (e) Combined confidence map,
(f)Foreground map before shadow removal, (g) Hysteresis threhold-
ing result for (d), (h) Foreground map after shadow removal, (i) Bi-
nary map of extracted objects, (j) Colour image of extracted objects.

2.6. Combination

Based on the method presented in [4], we propose an improved
method, by taking into account the initial mask, in order to com-
bine the two confidence maps. In the estimated foreground areas,
we take the maximum value of CMapcolour and CMapedge, while
in the estimated background areas, we take the minimum value of
CMapcolour and CMapedge, to retrieve the missing edge informa-
tion.

CMap1 = max (CMapcolour, CMapedge) ∩ Mapblock (11)

CMap2 = min (CMapcolour, CMapedge) ∩ Mapblock (12)
CMap = CMap1 ∪ CMap2 (13)

After obtaining CMap (Fig. 2(e)), a hysteresis thresholding step [9]
is applied to remove false positives by eliminating all components
that are not connected to a 100% confidence region (Fig. 2(f)).

3. SHADOW REMOVAL AND POST-PROCESSING

In many indoor environments, due to the soft, sometimes coloured,
illumination, and the light-reflective floor, the colour and the lumi-
nance of the shadows are very similar to those of the objects. In
such conditions, it is very hard to distinguish shadows from objects
by using the colour information. Furthermore, the edges between
the shadow areas and their surrounding background appear to be
smooth. Actually, in most practical cases, there are no edges in
shadow areas. In order to exploit this fact, we combine the fore-
ground map, which is obtained at the former step, and the edge map
to cut out the shadow areas.

Initially, a hysteresis thresholding step is applied to the edge
confidence map CMapedge, to obtain a map with connected edge
information (Fig. 2(g)). In the sequel, a bounding box (marked
in Fig. 2(h)) is automatically set to contain all of the edge pixels
(marked in Fig. 2(h) and Fig. 2(h)) that are in the same connected
foreground region (marked as white in Fig. 2(f) and Fig. 2(h)). Fi-
nally, the pixels that are out of the bounding boxes are considered to
be shadows and removed. After removing shadows, morphological
operations and a global median filter are applied to remove the noise
and tune the boundaries in the final map (Fig. 2(i)).

Furthermore, for offline detection, some temporal filters could
be applied:

Mapt
TF = Mapt ∩

(
Mapt−1 ∪ Mapt+1

)
(14)

Mapt
TF = Mapt ∪

(
Mapt−1 ∩ Mapt+1

)
(15)

By application of (14), spurious pixels will be eliminated, and some
missed foreground pixels can be retrieved by application of (15).
Also, both above purposes can be achieved using:

Mapt
TF = median

(
Mapt−1, Mapt, Mapt+1

)
(16)

4. EXPERIMENTAL RESULTS

For the experimental evaluation of the proposed algorithm, several
sequences from the CAVIAR database were used. The results are
compared with those generated by popular existing methods, e.g.,
the mixture of Gaussians model (MGM) [3] and the HSV colour
space model [6].

As seen, in Fig. 3 and Fig. 4, compared to the MGM and
the combination of MGM and HSV methods, our object segmenta-
tion algorithm achieves superior performance when the foreground
and background colours are very similar. In Figs 3(e),(f), and Figs
4(e),(f), many pixels of the clothes are misclassified as background
because the colour differences between the current frame and the
background frame (D (φ)) are very small. At the same time, some
shadow pixels are misclassified as foreground because the distance
D (φ) of those pixels is larger than the fixed threshold. In Figs
3(g),(h), and Figs 4(g),(h), the HSV method mistakenly removes
some object pixels of the shadowed clothes, which have similar char-
acters to shadow pixels (i.e. low luminance), and extracts some
shadow pixels on the light-reflecting floor, which have similar char-
acters to object pixels (i.e. high luminance). In contrast, as shown in
Figs 3(c),(d), and Figs 4(c),(d), our approach generates more robust
results, since all of the objects, including the white clothes pixels are
correctly detected as foreground, and the shadows around the people
are successfully classified as background.
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Fig. 3. (a),(b): Original images, (c),(d): Foreground maps created by
the proposed algorithm, (e),(f): Foreground maps created by mixture
Gaussian model, (g),(h): Foreground maps created by MGM plus
HSV method.

5. CONCLUSIONS

In this paper, we proposed a robust object segmentation method for
video sequences. First, an initial mask is obtained to roughly esti-
mate the foreground areas. Then, adaptive colour change detection
and edge detection are combined to create a confidence map, which
contains foreground objects and their shadows. Finally, shadow re-
moval is applied and the final foreground map is generated.

Compared with the popular MGM object segmentation method
and the HSV shadow removal method, the proposed method achieves
more robust performance, especially in situations of similar fore-
ground and background colour or in presence of shadows with re-
flected light. Considering that the proposed algorithm does not in-
volve future frames, it can be used in real-time processing appli-
cations. Furthermore, if it is used offline, a temporal filter can be
applied to further improve the performance of the algorithm.
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