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ABSTRACT

This paper proposes a stereo matching algorithm which em-
ploys an adaptive multi-directional dynamic programming (DP)
scheme using edge orientations. A new energy function is de-
fined in order to consider the discontinuity of disparity and
occlusions, which is minimized by the multi-directional DP
scheme. Chain codes are introduced to find the accurate edge
orientations which provide the DP scheme with optimal multi-
directional paths. The proposed algorithm eliminates the streak-
ing problem of conventional DP based algorithms, and esti-
mates more accurate disparity information in boundary areas.
The experimental results using the Middlebury stereo images
[7] demonstrate that our algorithm shows better performance
than previous DP based approaches.

Index Terms— Stereo matching, dynamic programming,
edge orientation, disparity discontinuity

1. INTRODUCTION

Stereo matching is one of the most active research topics in
computer vision, which estimates depth information with two
or more images obtained from different viewpoints. There
have been many methods to estimate the dense disparity map
as the interest in 3D modeling and systems is increased [1].
Recent works on stereo matching are related with the opti-
mization of joint cost functions (or energy). The cost func-
tions are derived from two factors: One is the data match-
ing measure called likelihood term, which is the usual block
matching algorithm. The other is a measurement of the corre-
lation between neighboring disparities. The DP based stereo
matching algorithms have shown better performances than
the usual block matching based methods because DP can ex-
ploit the correlations of neighboring disparities. Recent re-
lated works are tree DP [3], reliability DP [4], 4-state DP [5],
and two-pass DP [6]. Tree DP and reliability DP are focused
on fast matching rather than high performance. 4-state DP
shows good results only in the case of slanted and continuous
surfaces in the stereo images.

In this paper, we propose a stereo matching algorithm
which employs an adaptive multi-directional DP scheme us-
ing edge orientations. At each edge point, we decide an edge
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orientation among 36 possible ones using 8 directional chain
codes. A new energy function is defined to consider dispar-
ity smoothness, discontinuity, and occlusions simultaneously.
The directional DP which matched to the edge orientation
is applied to minimize this energy function. The proposed
method eliminates the streaks problem of the conventional
approaches, and estimates better disparity maps at discontin-
uous boundaries.

The paper is organized as follows. We explain the pro-
posed multi-directional DP scheme and energy function in
Section 2. Section 3 presents how to obtain edge orientations.
We show the experimental results and conclude the paper in
Section 4 and 5, respectively.

2. MULTI-DIRECTIONAL DP

2.1. Multi-paths in the 3D DSI

If the image size is N X M and the disparity range is 0 ~ D,
we can imagine a 3D (N x M x D) DSI (disparity space
image) for dynamic programming schemes [2]. We usually
estimate disparities by finding the shortest path (or minimum
cost) in the DSI. Generally, the changes of intensity tend to
be small along the edge orientations. Also, disparities along
the same edge orientation have more correlation than those
with the different ones. Thus, it is reasonable that we select
a direction of DP matched to edge orientation when we es-
timate disparities in boundary parts. This paper proposes a
multi-directional DP method, while the conventional DP ap-
proaches are based on the scan-line direction. In the paper, we
choose a path in DSI that has the same direction as edge ori-
entation, and find the shortest path in the DSI using an energy
function.

2.2. Energy function

The proposed energy function consists of data term, smooth-
ness one for homogeneous area, discontinuity one for edge
area, and occlusion one as

E(dy)=0,D(p,dp)+Es(dp)+Ea(dy)+(1-0,) Eo(dp, dy),
(D
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Fig. 1. Relationship with neighborhood disparities

where O,, is the binary indicator of occlusion. d,, is the dis-
parity of pixel p, d,, are neighboring disparities with respect
to edge information. For example, if a pixel is on the vertical
orientation edge, the upper neighboring pixel of p becomes s,
and the left pixel across the edge is the discontinuity pixel d
as shown in Fig. 1. The correlation of neighboring dispari-
ties is considered by the smoothness and discontinuity terms.
The data term D(p, d,) is a cost in the DSI. We apply adaptive
window sizes to compute D(p, dy,) considering edge informa-
tion. A small size window is used for edge regions and a large
size one for non-edge regions.

The smoothness term F(d,) is modeled with disparities
in the homogeneous region as below

Es(dp) = ‘dp - ds|7 (2)

where s is a pixel in the homogeneous region. And the dis-
continuity cost is defined as

A, ifd,=d
p=d 3)

otherwise.

Ed(dp) = { D

‘dp_dd| ’
where A is a weighting constant. The discontinuity term is
modeled for discontinuous pixels across the edge to have dif-
ferent disparities. The more different is the disparities be-
tween discontinuity pixels, the more increases the denomina-
tor in Fq. (3). And the increase of denominator plays a role
in reducing the cost Eq(d)).

Finally, E,(dp,d,) is the occlusion penalty using neigh-
boring disparities d,,. Occlusion area is partially visible in the
stereo images. It is difficult to estimate the accurate dispar-
ity in the occlusion area because there is no matching point
between stereo images. Instead of the usual constant value,
we assign penalty values adaptively based on the relation-
ship among adjacent disparities. We define a penalty func-
tion which reflects correlations of neighboring disparities as
below

|dp — d5| ]
|dp - dd|

Eq. (4) states that the adaptive occlusion cost is a minimum
ratio of disparity differences. This cost makes the dispari-

Eo(dp, dyn) = min 4

conventional

minmum error : 5.83

proposed

--------------------- minmum error : 5.32 -
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Fig. 2. Comparison of the proposed method and conventional
one for assigning occlusion penalty.

ties discontinuous across the edge and smooth in the homoge-
neous region in spite of no matching. The data term D(p, d,)
is replaced with the occlusion cost when the data term is too
large due to no matching. The interchange of costs is im-
plemented by the binary indicator of occlusion O,. Fig. 2
is a graph for the comparison of constant occlusion cost and
adaptive one. In the case of constant cost, the error of stereo
matching is computed for various occlusion costs from 0 to
1.25. The error is changed with respect to the occlusion costs,
and the minimum error is 5.83. In the case of our method, the
error is measured for adaptive costs. The proposed method
has a constant estimation error 5.32 for the minimum error.
This result shows that the proposed occlusion cost reduces
the errors and makes the estimation performances stable.

3. EDGE INFORMATION

Since we apply edge orientations to multi-directional DP, edge
refinement and decision of edge orientations are very impor-
tant in the proposed algorithm.

3.1. Edge refinement

The edge information we need is the boundary area of ob-
jects. Other edges such as letters and textures on the same
plane are unnecessary since they are not related with the dis-
parity discontinuities. General edge detectors are very sen-
sitive to noise and include unnecessary edges. In this paper,
we apply color segmentation scheme [8] and region of inter-
est (ROI) to exclude noisy and unnecessary edge information.
The proposed process to refine the edges is as follows.

The first step is to roughly find the object boundaries by
the bidirectional stereo matching. We estimate the disparity
maps changing the reference images, and find an edge map
using simple edge detection process followed by median fil-
tering. The second step is to define the ROI. The edge map
obtained from the first step is rough and incorrect due to the
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Fig. 3. Edge refinement process

limitation of stereo matching. We set the ROI around the
edges. The union of m x m window at each edge pixel is
defined as the ROI. The third step for edge refinement is to
find edges from color segmentation result. The edges of color
segmentation result are finally selected when they are in the
ROI obtained from the second step. The orientations of re-
fined edges are determined and used for multi-directional DP.
Fig. 3 shows the results of edge refinement process.

3.2. Edge orientation

Most conventional methods for edge orientations extract var-
ious directional edges using 3 x 3 compass mask [9]. How-
ever, these methods have to decide the optimal threshold, and
show errors in the case of slanted edges except for the mul-
tiple angles of 45 degrees. The slanted edges are composed
of diagonal, vertical and horizontal line segments in the pixel
coordinates as shown in Fig. 4. Human supervisors can per-
ceive that the vertical and horizontal line segments are not
independent, but the pixel coordinates can not perceive this
fact. This causes the errors in finding orientations of general
slanted edges. Therefore, we need some proper processes to
classify edge orientations in detail.

In this paper, we present a new scheme to obtain edge
orientations using chain codes. First, we label edge pixels
using 8 directional chain codes and classify edges into three
types such as single, link, and branch. The single is a point
which has no connected points. The link is a straight line,
and the branch is connected edges with two or three links.
For each link and branch, we trace starting and ending pixels
along the edge using assigned chain codes. The chain codes
help us to find exact starting and ending pixels on the edges.
We calculate the gradient with the starting and ending pixels

vertical
edge

Fig. 4. Composition of diagonal edge

ar

(a) head (b) map

(c) sawtooth

(d) venus

Fig. 5. Estimated disparity maps by the proposed method.

as

0 = tan_l(j—i),

where dy = |y1 — y2|, do = [z1 — 22]. ()
At each edge point, we decide an edge orientation among 36
possible ones using 8 directional chain codes. Then we apply
the directional DP whose path is matched to the edge orienta-
tion. The proposed energy function in Section 2 is calculated
and minimized by the multi-directional DP.

4. EXPERIMENTAL RESULTS

The proposed method is evaluated using the stereo image database

of Middlebury stereo site [7]. Test stereo images are head,
map, sawtooth, and Venus. Fig. 5 shows the estimated dis-
parity maps by the proposed method. As we can see in Fig.
5, the sharp boundaries of disparity maps are obtained along
the real edge orientations. These results mean that the pro-
posed multi-directional DP and energy function are well de-
fined to estimate the disparity maps at the boundaries. Table 1
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Table 1. Performance comparison from the Middlebury site.

Matching error(all)
Algorithm Head | Sawtooth | Venus | Map
Our method 1.54 1.11 0.80 | 0.76
Two pass DP [6] 1.53 0.61 0.94 0.70
Reliability DP [4] | 1.36 1.09 235 | 0.55
Tree DP [3] 1.77 1.44 1.21 1.45
4-state DP [5] 4.70 143 1.18 | 0.30

(a) two pass DP [6]

(b) proposed method

Fig. 6. Comparison of the proposed method and two pass DP
for sawtooth image.

shows all error results of various DP methods from the Mid-
dlebury stereo site. As shown in Table 1, our method shows
good estimation results in overall performances. Our method
is ranked at the 2nd position in Table 1, but the estimated dis-
parity maps are better than those of two pass DP [6]. Fig. 6
shows the boundaries of estimated disparity maps by the two
pass and proposed methods. As shown in Fig. 6, the disparity
boundaries by the proposed method are better and closer to
the truth than two pass algorithm. And the proposed method
shows the best performance on the untextured errors as shown
in Table 2. According to various experiments, the proposed
algorithm outperforms other DP-based methods in discontin-
uous and smooth regions. Some overall errors will be reduced
by the parameter optimization in the energy function.

5. CONCLUSIONS

In this paper, we have proposed a new stereo matching tech-

nique using multi-directional dynamic programming (DP) based

on edge orientations. The proposed method estimates the dis-

Table 2. Performance comparison of untextured part error.
Matching error(untex.)
Algorithm Head | Sawtooth | Venus
Our method 0.41 0.07 0.45
Two pass DP [6] | 0.66 0.02 0.95

parity maps by using the optimal directional DP. The direction
of DP is based on the edge orientations which is extracted by
chain codes. We have also defined an energy function with
data, smoothness, discontinuity, and occlusion terms. The en-
ergy function is minimized in the multi-direction DP. Exper-
imental results on image database of the Middlebury stereo
site [7] show that our algorithm provides better performances
than the previous DP based approaches.
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