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ABSTRACT
Side information(SI) generation is one of the key components of a
Wyner-Ziv coder. In this paper we present a novel multi-frame SI
generation approach which uses adaptive temporal filtering to esti-
mate the pixel values for SI and motion vector filtering for refine-
ment. For temporal filtering, we derive the optimal mean squared
error temporal filter when the noise can be evaluated, and propose a
similarity weighted temporal filter when the knowledge of the noise
is not available. The temporal filter adapts on the quality of the mo-
tion estimation. The quality of SI generation is further improved by
using motion vector filtering to reduce the noise effect from motion
estimation. Experimental results indicate that the proposed SI gen-
eration approach yields good performance in terms of SI quality and
conditional entropy.

Index Terms— Wyner-Ziv coding, Slepian-Wolf decoding, dis-
tributed video coding, side information generation, adaptive tempo-
ral filtering, motion vector filtering.

1. INTRODUCTION

Significant research efforts have been devoted to develop practical
distributed video coding (DVC) systems for emerging applications,
such as distributed video surveillance network, mobile visual com-
munications, etc. Video encoders for such applications have highly
restricted computation and power resources and thus need to adopt
low complexity algorithms, while decoders at a central location may
have the resources for sophisticated signal processing tasks. There-
fore current video coding standards, such as MPEG-x and H.26x,
which have been developed for the traditional complex encoder-simple
decoder paradigm, are not suitable for these applications. The work
by Slepian-Wolf [1] andWyner-Ziv [2] has laid the theoretical ground
for a new video coding paradigm, wherein a low complexity en-
coding and high complexity decoding system using distributed cod-
ing principles may approach the operational rate-distortion perfor-
mance achieved by traditional systems. In [1] Slepian and Wolf an-
alyzed the lossless coding case and showed that, given a source X
and correlated decoder-only SI Y , X can be compressed to the the
conditional entropy H(X|Y ).1 In [2] Wyner and Ziv analyzed the
lossy compression case and derived the corresponding rate-distortion
bound.

In recent years, several papers have proposed distributed video
communication systems based on theWyner-Ziv theorem [3, 4]. Fig-
ure 1 depicts a general DVC system, wherein the source video se-
quence is split into two sub sources. The frames from one sub source
are encoded by a Wyner-Ziv (W-Z) encoder. The frames of the other

This work was supported in part by the National Aeronautics and Space
Administration of the United States of America under Grant NNS05AA75C.

1This is the same rate as in the case where Y is available both at the
encoder and decoder.

sub source are encoded by a traditional encoder, e.g., an H.264 en-
coder. At the decoder, previously decoded frames are used as ref-
erence frames to generate the SI Y . Then the Wyner-Ziv encoded
source frameX is decoded by exploiting the correlation betweenX
and Y .
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Fig. 1. Block diagram of DVC system.

In order to achieve efficient coding performance, a central issue
in a DVC system is the generation of high-quality SI at the decoder.
Clearly, the higher the correlation between the source X and the
SI Y , the better is the coding performance that can be achieved. Re-
cently, several papers have studied schemes for SI generation. Li and
Delp [5] compared the rate-distortion effectiveness of conventional
motion compensated prediction to that of motion compensated side
estimation, and proposed a multi-reference scheme for SI estimation.
Klomp et al. [6] showed that sub-pel motion compensation could
be used to yield improved SI interpolation for Wyner-Ziv decoding.
Natario et al. [7] proposed a scheme to improve SI interpolation by
motion smoothing for pixel domain W-Z video coding. While these
schemes reported improvements in SI generation, there is a need for
improved SI generation, in order to close the relatively large gap in
rate-distortion performance between DVC and traditional video cod-
ing schemes.

In this paper we present a novel multi-frame SI generation ap-
proach for Wyner-Ziv coding. The proposed approach is based on
the use of temporal and motion vector filtering to yield more accu-
rate SI. The organization of this paper is as follows. In the next sec-
tion, we discuss SI generation using multi-frame adaptive temporal
filtering. Also in Section 2 we describe a motion vector refinement
filtering process which further improves the quality of the generated
SI. Finally, in Section 3, we present experimental results to evaluate
the proposed approach.

2. SIDE INFORMATION GENERATION FOR DVC

In this section, we propose an efficient SI generation scheme for
DVC. The diagram of our scheme is shown in Figure 2. As shown
in Figure 2, our SI generator consists of a similarity estimator, a mo-
tion estimator, an adaptive temporal filter, and a motion vector filter.
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Fig. 2. Block diagram of proposed SI generation system.

The similarity estimator measures the similarity of local statistical
features, and produces a similarity measure. The similarity measure
is then used in motion estimation and motion compensated temporal
filtering, as well as resolving empty mapping or multiple mappings
in SI generation. The principles and exemplary schemes of using the
similarity measure in SI extrapolation and interpolation have been
described in [8]. Our motion estimator employs a new minimization
scheme by introducing a similarity constraint in the objective dis-
tance function to reduce the search algorithm’s sensitivity to various
noises and slow pixel intensity changes. It also effectively trades off
minimizing the pixel difference with the motion smoothness in adja-
cent similar neighborhood [9]. In this paper, our focus is on the new
developments in SI generation using multi-frame adaptive temporal
filtering and motion vector refinement filtering.

2.1. Multi-frame motion compensated adaptive temporal filter-
ing

To generate the SIYN for decoding the current W-Z frameXN , we
use M previous decoded frames X

′
N−M , X′N−M+1, · · · , X′N−1,

and one decoded future reference frame X
′
N+1 in motion compen-

sated adaptive temporal filtering. Note that the decoded frame can
either be a decoded reference frame or a decoded W-Z frame. Fig-
ure 3 describes the case when M = 2. As shown in the figure, we
use motion estimate to find the best matching blocks between the
reference framesN − 1 and N − 2 and between N − 1 and N + 1.
The pixel values of SI are estimated using the multi-frame adaptive
temporal filter described below.

N-1 N+1N-2 N

Fig. 3. Multi-frame temporal filtering.

A. Ideal case: Minimum mean squared error filter
Wewish to estimate the present valueXn of a discrete-time pro-

cessX = {Xi}
∞
i=1 in terms of the observations of the sum

X
′
i = Xi + Zi (1)

where Z = {Zi}
∞
i=1 is a discrete-time noise process independent

of X. The non-causal estimate Yn is the output of a linear time-
invariant non-causal system [10]

Yn =

M�
k=1

hkX
′
n−k + h−1X

′
n+1 (2)

with the input X ′
n and delta response hn. Using the orthogonality

principle that Xn is orthogonal to the estimation error, the optimal
mean squared estimation yields

RXX′(m) =
M�

k=1

hkRX′X′(m − k) + h−1RX′X′(m + 1) (3)

where RXX′ and RX′X′ are the cross-correlation and autocorrela-
tion functions, respectively. Here we have assumed that the under-
ling processes are joint wide-sense stationary (WSS). If we have the
knowledge about the noise v, the coefficients of the MSE optimal
filter can be obtained by solving (3). For example, if M = 2 and
using the property of R(τ ) = R(−τ ) for real correlation function ,
we have

h2 =
Δ1

Δ
, h1 =

Δ2

Δ
, h−1 =

Δ3

Δ
,

Δ1 =

������
RXX′(1) RX′X′(2) RX′X′(0)
RXX′(1) RX′X′(0) RX′X′(2)
RXX′(2) RX′X′(2) RX′X′(3)

������
,

Δ2 =

������
RX′X′(3) RXX′(1) RX′X′(0)
RX′X′(1) RXX′(1) RX′X′(2)
RX′X′(1) RXX′(2) RX′X′(3)

������
,

Δ3 =

������
RX′X′(3) RX′X′(2) RXX′(1)
RX′X′(1) RX′X′(0) RXX′(1)
RX′X′(1) RX′X′(2) RXX′(2)

������
,

Δ =

������
RX′X′(3) RX′X′(2) RX′X′(0)
RX′X′(1) RX′X′(0) RX′X′(2)
RX′X′(1) RX′X′(2) RX′X′(3)

������
.

B. Empirical case: Similarity weighted temporal filter
It is usually nontrivial to evaluate the noise since it is a combina-

tion of multiple kinds of noises, including channel noise and source
coding noise. We present here an empirical filter evaluated in our
practice. After the motion estimator has found the best matching
blocks BN−2, BN−1, and BN+1 in the reference frames N − 2,
N − 1, and N + 1, respectively, the SI estimate is given by

BN =

���
��

a2γN−2,N−1BN−2
a2γN−2,N−1+(a1+a

−1)γN−1,N+1
+

(a1BN−1+a
−1BN+1)γN−1,N+1

a2γN−2,N−1+(a1+a
−1)γN−1,N+1

if γN−2,N−1

γN−1,N+1 ≥ T

a1BN−1+a
−1BN+1

a1+a
−1

otherwise

where T is a constant threshold; a−2, a−1, and a1 are weights;
γN−2,N−1 (or γN−1,N+1, respectively) is the cross-correlation co-
efficient between BN−2 and BN−1 (or BN−1 and BN+1, respec-
tively). Here the adaptation of the filter coefficients are based on the
values of the cross-correlation coefficients which in fact measure the
similarity between the two matched blocks and indicate the relative
quality of the motion vectors. In the next section we will describe
our new refinement filtering process.

2.2. Multi-frame motion vector refinement filtering

In the above subsection, it is shown that temporal filtering can be
used to reduce the noise effect in estimating the pixel value inXN for
a given motion vector. In this subsection, we propose a refinement
scheme that uses filtering to reduce the noise effect from motion es-
timation in the multi-frame setting. The scheme is conceptually sim-
ple, easy to implement, and delivers robust and good performance in
practice (see the experimental results in the next section).
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Fig. 4. Side information comparison for CIF sized coastguard sequence. (a) Side information PSNR vs. Quantization parameter (QP) of
H.264 coded frames. (b) Conditional entropy of quantized source given SI vs. H.264 QP.

Before describing our filtering scheme for motion vectors, we
observe that in motion estimation, a motion vector is identified by
searching for a pair of image blocks in a predefined range that min-
imizes an objective distance function. In H.264, for example, a mo-
tion vector is identified for a given image block B in the current
frameXN by using the following formula,

�v∗(B)
Δ
= arg min

�v∈V

d(B, T�v(B, X
′
i)), (4)

where V is a set of predefined motion vectors, d denotes the mean
absolute difference between two same-sized image blocks, X ′

i , i �=
N , is a previously decoded frame, and T�v(B,X ′

i)) is a block in X ′
i

resulting from moving(translating) B onto X ′
N−1 according to the

motion vector �v. From a statistical point of view, (4) is equivalent
to maximum likelihood(ML) decoding of a motion vector �V . (4) is
further equivalent to maximum a posteriori(MAP) decoding if the
following two conditions are satisfied:

C1) The random variable �V is uniformly distributed over V;

C2) Given �V and B, the noise introduced in the motion (transla-
tion) is additive, Laplacian with zero mean, and independent
of �V and B (Here B is regarded as a random variable by
abusing notation).

In the case of SI generation, the problem of motion estimation
get more complicated because the current frame is unknown to the
decoder. In order to get robust motion estimation, in [8] and [9],
the distance function d in (4) is replaced with a more sophisticated
similar measure that takes into account local statistical features in
addition to the mean absolute difference. In the following, we further
refine the scheme by using filtering to reduce the noise effect from
motion estimation.

Without losing generality, consider the case whereM = 1, and
we would like to generate a SI frame YN from X ′

N−1 and X ′
N+1.

Using (4), one can estimate a motion vector �vB for any block B
in X ′

N−1 (corresponding to X ′
N+1). Projecting B according to �vB

onto the imaginary plane of XN , we can estimate a block B̂ in YN .
However, in general the projection ofB does not fall into the integer-
pel grid, and thus estimating B̂ (which is in the integer-pel grid)
from the projection will introduce noise. Our refinement scheme is
designed to reduce the effect of such quantization noise in generating
YN .

Making the usual continuity assumption that for any B′ in a
small neighborhood of B, we have ||�vB − �vB′ ||1 ≤ δ, where δ

is small real number, and || · ||1 denotes the L1 norm between two
vectors. In view of this assumption, the quantization noise described
above can be effectively reduced if we estimate B̂ by using filtering,
i.e.,

B̂ =
�

B∈N (B̂)

1

|B|
B, (5)

where N (B̂) denotes the set of blocks B in XN−1 such that the
projection ofB according to �vB onXN−1 is within sub-pel distance
of B̂.

Furthermore, one can assume that each B ∈ N (B̂) is equally
likely without additional prior knowledge. Let dB denote the mini-
mum mean absolute difference at which �vB is determined by using
(4). Assuming that conditions C1 and C2 are satisfied, we see that
(5) can be refined as follows.

B̂ =
�

B∈N (B̂)

e−dB

�
B∈N (B̂) e−dB

B, (6)

where e denotes the base of the natural logarithm function.
Finally, we note that our refinement filtering scheme can be com-

bined with temporal filtering in the interested multi-frame setting.
The performance of the combined scheme is experimentally evalu-
ated in the next section.

3. RESULTS

To evaluate the performance of the presented SI generation algo-
rithm, we present results for the luminance component of the stan-
dard 352 × 288 (CIF) sized video sequences coastguard and mo-
bile_and_calendar. The sequences are coded using the GOP format
IWPWP . . ., where I and P frames denote H.264 coded intra-
predicted and single-list inter-predicted frames respectively, and W
frames denote Wyner-Ziv coded frames. While decoding each W
frame, the decoder generates SI using previously decoded tempo-
rally neighboring H.264 frames as predictors.

The goodness of the generated SI is measured using two key
metrics: (1) The PSNR of the SI compared to the original source
frame, averaged over allW frames; and (2) The conditional entropy2

2From the Slepian-Wolf theorem [1], the conditional entropy of a discrete
source given the decoder SI is the minimum rate required to correctly recon-
struct the source.
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of the quantized source frame, conditioned on the generated decoder
SI, averaged over all W frames. The conditional entropy is com-
puted using the memoryless Laplacian assumption, as this is the fa-
vored assumption in current Wyner-Ziv coders [3]. We compare the
described metrics for the following: (1) The proposed SI generation
algorithm; (2) A bilinear SI generation algorithm which uses a full
quarter-pel motion search followed by bilinear interpolation to gen-
erate SI; and (3) Side information generated by an omniscient H.264
coder which uses the original source frame to perform motion esti-
mation, and uses the same motion estimation algorithm as the JM11
reference encoder [11].
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Fig. 5. Side information PSNR comparison for CIF sizedmobile and
calendar sequence.
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Fig. 6. Comparison of conditional entropy of quantized source given
SI for CIF sized mobile and calendar sequence.

Figure 4 compares the performance of the three SI generation
methods for the CIF-sized coastguard sequence. As can be seen
from Figure 4(a), the quality of the SI generated using the proposed
method, as measured by the PSNR compared to the source, lies be-
tween the quality of the SI generated by the bilinear method and
the omniscient H.264 coder. For low quantization parameters, the
proposed method generates SI which is much better than the bilinear
method, and is almost as good as the omniscient H.264 coder. Figure
4(b) shows the conditional entropy for the three methods. Again, as
can be seen the proposed method yields SI which is very close to the
SI generated by the omniscient H.264 coder, for lower quantization
parameters.

Figures 5-6 shows similar results for the CIF-sized mobile _and
_calendar sequence. The important difference is that, in this case,

the performance gap between the proposed method and the omni-
scient encoder decreases with increasing quantization. We hypoth-
esize that this difference is due to the spatial characteristics of the
two sequences; coastguard consists of random texture which is espe-
cially difficult to interpolate unambiguously from poorly quantized
predictors, while mobile_and_calendar contains more regular struc-
tures which are easier to interpolate. Also, as can be seen, our use
of motion vector filtering and temporal filtering allows the generated
SI to be even better than the SI generated by the omniscient H.264
coder, in certain cases. Finally, in terms of performance of the en-
tire Wyner-Ziv system, we note that for mobile_and_calendar, for
instance, the Wyner-Ziv coder using the proposed SI is about 0.5 dB
inferior to the Wyner-Ziv coder using the SI generated by the om-
niscient H.264 coder, for quantization parameter 30. At low rates,
the Wyner-Ziv system using the proposed SI generation method is
superior to that using the omniscient H.264 SI. Greater details can
be found in [12].
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