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ABSTRACT

Most color digital cameras apply a color filter array to capture
the scene, requiring an interpolation of the subsampled color
components to obtain the full resolution image. Therefore,
if reconstruction is not performed correctly, noticeable arti-
facts are produced, which result more evident in the detailed
parts of the image. In this paper we propose a demosaicing
algorithm based on directional filtering that uses a novel ap-
proach to locate the details of the image. To this purpose,
edge-estimation is performed on the luminance component of
the image in order to give a more reliable information, and
the properties of the wavelet transform are used to estimate
the edge directions. Experimental results proved the effec-
tiveness of this approach, giving high performance in PSNR,
and good estimates of image details too.

Index Terms— Image reconstruction, interpolation, im-
age edge analysis, wavelet transforms.

1. INTRODUCTION

A digital color image is composed of three primary color val-
ues at each pixel location. However, most digital cameras
capture the scene with a single-sensor technology based on a
Color Filter Array (CFA), where only one color value is mea-
sured at each spatial location. The two missing color values
have to be reconstructed and this estimation process is known
as demosaicing. The most common CFA is the pattern pro-
posed by Bayer in [1], where downsampled versions of red,
green, and blue planes are arranged as shown in Fig. 1(a).
In literature, many approaches have been proposed to es-

timate the full-color image, and a good review of them is
given in [2]. Usually, the inter-channel correlation existing
between the three color planes is used to estimate the missing
values. In [3, 4] the high-frequencies of each color compo-
nent are refined on the basis of the high-frequencies of the
other colors. Moreover, many algorithms perform the inter-
polation exploiting the edge-direction information provided
by the sensor data, in order to avoid artifacts near the bor-
ders of the objects. Some algorithms apply an edge-detection
operator to decide the direction of the interpolation [5] or

carry out a weighted sum of horizontal and vertical interpo-
lations [6]. Other approaches compute two estimates of the
image through horizontal and vertical interpolation, respec-
tively, then the best reconstruction is chosen [7, 8, 9] or a
fusion of both of them is calculated [10]. Instead, in [11, 12]
the properties of the spectrum of the CFA image are discusses
and, using suitable filters, the luminance of the image is re-
constructed, from which an estimate of the full-color image is
obtained. In this paper, a new approach to demosaicing is pro-
posed, exploiting a wavelet-based analysis of the luminance
component to drive an adaptive interpolation algorithm of the
color components of the image.

2. WAVELET-BASED EDGE-INFORMATION
EXTRACTION

Many image demosaicing approaches follow an adaptive strat-
egy to extract information from the given data to fill in the
unknown pixels values. Adaptive interpolation allows to ex-
ploit the local behavior of the image in order to adapt the re-
construction to the discontinuities and irregularities peculiar
to natural images. However, in an adaptive approach image
analysis plays a fundamental role since an erroneous estima-
tion can introduce several artifacts, especially near the edges
or boundaries between regions.
Information about image singularities can be gained in

a wavelet framework, exploiting the wavelet property of ex-
tracting the horizontal and vertical details of an image [13].
Let � � � 	 be a smoothing function (i.e., a function whose

integral is equal to 
 and that converges to � at infinity). We
assume that � � � 	 is differentiable and define

� � � 	 � � � � � 	
� � � (1)

The integral of
� � � 	 is equal to zero, � �� �

� � � 	 � � � � ,
hence

� � � 	 can be considered a wavelet. We denote with� � � � 	 the dilation by a scaling factor � of � � � 	 ,
� � � � 	 � 


�
� �

� � (2)

and with � � � � 	 the dilation of � � � 	 . The wavelet transform of
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a function � � � � at scale � and position � is computed by	 � � � � �  � � � � � � � � (3)

From the linearity of convolution and derivation, we have
	 � � � � �  � � � � � �

� � � � �  � �
� � � � � � � � � � � � (4)

Therefore, the wavelet transform
	 � � � � � is equivalent to the

first derivative of the signal smoothed at the scale � . So, the
extrema of the absolute value of the wavelet transform corre-
spond to the inflection point of � � � �

and, in particular, the
maxima of � 	 � � � � � � are in correspondence of the sharp vari-
ation points of � � � �

. Moreover, the larger is the value of the
maxima, the sharper is the transition of the signal. It is proved
in [13] that this result can be extended to the discrete wavelet
transform.
Therefore, analysis with the wavelet transform can locate

discontinuities and variations in a signal. This is valid also
for an image, which is a bidimensional signal � � � " # � , where
the wavelet transform can be applied by defining two wavelet
functions

� % � � " # � and � ( � � " # � such that
� % � � " # �  * � � � " # �

* � "
� ( � � " # �  * � � � " # �

* # � (5)

Similarly to (4), applying
� % � � " # � and � ( � � " # � over � � � " # �

we obtain:
	 %� � � � " # �  � *

* � � � � � � � � � " # �
	 (� � � � " # �  � *

* #
� � � � � � � � " # � " (6)

hence edge points can be located from the local extrema of	 %� � � � " # � and 	 (� � � � " # � . Moreover, comparing these two
components we can estimate the direction of the edges. In
fact, given a region 1 3 of the image, larger absolute values of	 %� � � � " # � with respect to the absolute values of 	 (� � � � " # � ,
with � � " # � 5 1 3 , indicate sharper variations along the hori-
zontal direction in the signal domain, and vice versa.
It should be observed that wavelet extrema detection can-

not be used for the magnification of a subsampled image,
unless an extrapolation process of the missing details is per-
formed [14]. However, if it is possible to obtain an estimation,
even imprecise, of the image details, wavelet-based analysis
can be used to detect edges and adaptively interpolate the sub-
sampled image.
In this paper, we propose to perform the estimation of the

details on the luminance component of the image, and to use
this information to adaptively demosaic the CFA image. In
the next section, we describe the approach followed to obtain
the luminance from the Bayer-sampled values.

3. LUMINANCE ESTIMATION

Let 1 � � " # �  8 : 3 � � " # � " < 3 � � " # � " = 3 � � " # � @ the original
color image representing the scene. Then, the CFA image is
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Fig. 1. (a) Bayer pattern and (b) support of the spectrum of a
CFA image: luminance component (solid circle) and chromi-
nance components (dotted circles).

given by 1 H I J � � " # �  : L � � " # � N < L � � " # � N = L � � " # � ,
where : L , < L and = L are the subsampled color components
acquired by the sensor. Their relationship with the original
color components can be expressed as follows [11]:

: L � � " # �  RS : 3 � � " # � � V W Y Z \ ] � � � V N Y Z \ ] # �
< L � � " # �  R` < 3 � � " # � � V N Y Z \ ] � Y Z \ ] # �
= L � � " # �  RS = 3 � � " # � � V N Y Z \ ] � � � V W Y Z \ ] # � � (7)

Then, considering the terms in (7), 1 H I J can be expressed as
1 H I J � � " # �  RS 8 : 3 � � " # � N f < 3 � � " # � N = 3 � � " # � @

N RS 8 = 3 � � " # � W : 3 � � " # � @ � Y Z \ ] � W Y Z \ ] # �
N RS 8 W : 3 � � " # � N f < 3 � � " # � W = 3 � � " # � @ Y Z \ ] � Y Z \ ] # � (8)

Therefore, the CFA image has a luminance component given
by jk 8 : 3 � � " # � N f < 3 � � " # � N = 3 � � " # � @ and two modulated
color difference components (chrominances). From its spec-
trum support (see Fig. 1(b)) it is possible to identify nine
regions containing the energy of the image, where the cen-
tral region corresponds to the luminance and the others to
the modulated chrominance values. Since these components
are not necessarily band-limited, aliasing is possible and this
leads to various artifacts in the reconstructed images. The de-
sign of a low-pass filter to separate the luminance from the
chrominances is not trivial and affects the interpolation per-
formances, especially for detailed images, as reported in [11].
However in [12] it is observed that in the quincunx-placed

green pixels the color difference term given by jk 8 = 3 � � " # � W
: 3 � � " # � @ � Y Z \ ] � W Y Z \ ] # � vanishes. Therefore, in correspon-
dence to these locations, the spectrum of the CFA image does
not present the four chrominance components modulated at

� p " r ] � and � r ] " p � , respectively, and this simplifies the de-
sign of the low-pass filter. In [12] Lian et al. propose a s u s
filter that gives good performance for the estimation of the lu-
minance in the green pixels. However, the same filter cannot
be applied in the red and blue pixels.
Therefore, we use the filter proposed by Lian et al. in

the green pixels, while for the red and blue locations we de-
sign a low-pass filter w y that eliminates the aliasing due to all
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Fig. 2. Frequency response of the filter � � .
the modulated chrominance components. The filter � � has a

� � � � � support and it is designed using the window method,
imposing circular symmetry and a normalized passband fre-
quency of 
 � �  (see Fig. 2).

4. PROPOSED ALGORITHM

4.1. Color reconstruction

The proposed color reconstruction approach try to accurately
estimate even the finest details exploiting the properties of
the wavelets described in Section 2. The first step computes
an estimation of the luminance according to the approach de-
scribed in Section 3 to have a full-resolution image that is
used to detect edges and image discontinuities. Then, the re-
constructed luminance �� � � � � � is decomposed with an anal-
ysis filter bank that performs an undecimated wavelet trans-
form. The two components �� � � � � � � � and �� � � � � � � � are
obtained as in Fig. 3, where � � and � � denote low-pass andhigh-pass filters, respectively. As reported in Section 2, the
absolute values of �� � � � � � � � are large in correspondence of
vertical details, and the same holds for �� � � � � � � � and the hor-
izontal details. Then, by comparing these two components,
we can make some hypothesis on the edge directions. There-
fore, we calculate the energies of �� � � � � � � � and �� � � � � � � � ,
denoting them with � � � � � � � � and � � � � � � � � , respectively,
and use them to compute two classifiers of the edge-direction
at each pixel:

� ! � � � � � # $ % � � � � � � � �
$ % � � � � � � � � ( $ % � � � � � � � �

� ) � � � � � # $ % � � � � � � � �
$ % � � � � � � � � ( $ % � � � � � � � � � (9)

where $ is a spatial averaging kernel. Initially $ has size+ � +
, however if � ! � � � � � - � ) � � � � � , the size of the kernel

is increased, in order to more effectively discriminate regions
where horizontal and vertical details have the same energy
from the regions where false high-frequencies are been cre-
ated by an incorrect estimation of ��

.
The two classifiers � ! and � ) are used to adaptively inter-

polate the green component by estimating the missing green
samples as

�/ � � � � � # � ! � � � � � �/ ! � � � � � ( � ) � � � � � �/ ) � � � � � (10)
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Fig. 3. Block diagram of the procedure for calculating the
directional classifiers using the wavelet transform.

where �/ ! � � � � � and �/ ) � � � � � are the horizontal and vertical
interpolations of the green plane obtained with the filters de-
scribed in [9].
After the estimation of the green channel, the red and blue

components are reconstructed through the interpolation of the
color differences. As a first step, the red and blue channels are
filled in the green locations through bilinear interpolation of

G I �/ and J I �/ respectively, and then the red samples in
the blue locations are estimated as

�G � � � � � # J � � � � � (11)

( � ! � � � � �
L �M N P � � I � � � � ( �M N P � � ( � � � �

( � ) � � � � �
L �M N P � � � � I � � ( �M N P � � � � ( � �

where �M N P � � � � � # �G � � � � � I �J � � � � � . The same strategy
is applied for the reconstruction of the blue component in the
red locations.

4.2. Image Enhancements

Once the full-color image is reconstructed, some techniques
can be applied to enhance the final quality. In fact, it is known
that color differences of original natural images present most
of the energy at low frequencies, while the reconstructed im-
ages have a large amount of energy also in the mid frequencies
of the color differences. A first approach to improve the re-
construction consists in filtering the differences between the
color channels with the filter Y 
 �  
 
 �  [ , both horizontally
and vertically, using the two weights � ! and � ) to adapt the
refinement to the local behavior of the image. Then the re-
fined color differences are used to correct the estimated color
values. A second approach is that of applying a median filter
to the color differences, as in [8].

5. RESULTS

To evaluate the performance of the proposed method, we com-
pare its experimental results with those obtained by other re-
cent demosaicing techniques. In this comparison, the bior-
thogonal wavelets of Cohen, Daubechies and Feauveau are
used, however similar results are obtained with other wavelet
bases. Both the two enhancement techniques explained in
Section 4.2 are tested. We denote with PROP1 the proposed
method followed by correction of color differences, and with
PROP2 the proposed method followed by median filtering.
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Fig. 4. Portion of the image no. 6 of the Kodak set: (a) original image; (b) image reconstructed by technique [10]; (c) image
reconstructed by technique [12]; (d) image reconstructed by the proposed approach.

Method [3] [9] [10] [12] PROP1 PROP2
1 38.16 37.00 38.52 37.80 38.67 39.13
2 39.10 40.70 41.23 40.91 38.50 39.43
3 37.48 37.65 38.38 38.43 38.13 38.37
4 39.01 39.43 40.32 38.40 40.28 40.64
5 41.48 41.88 42.41 43.08 41.86 42.23
6 35.89 35.58 36.21 35.66 36.70 36.97
7 41.92 42.54 43.03 43.00 43.03 43.23
8 41.33 42.38 42.08 43.05 42.84 42.76
9 39.59 39.43 40.31 39.69 39.96 40.41
10 42.16 43.20 43.17 43.12 43.61 43.72
11 34.72 33.41 34.85 34.08 34.75 35.54
12 39.02 39.55 39.93 40.17 39.25 39.56
13 42.13 43.17 43.46 41.56 44.05 44.33
14 41.17 40.91 41.61 41.82 41.52 41.95
15 36.70 36.24 36.61 36.99 36.68 37.20
16 40.03 39.93 40.62 40.24 41.03 41.21
17 37.82 40.19 38.13 41.03 40.69 41.22
18 38.97 38.08 39.14 38.97 39.18 39.77
19 37.93 37.93 38.81 38.90 38.48 38.40
20 34.49 34.51 35.24 35.03 34.81 35.09
Ave. 38.96 39.19 39.70 39.60 39.70 40.06

Table 1. PSNR for different demosaicing methods (dB).

The test images belong to the Kodak database, used also
in [2]. Table 1 reports the resulting PSNR for the algorithms
presented in [3, 9, 10, 12] (using the MATLAB source code
provided by the authors) and for the proposed approach. The
reported values are the averages of the PSNR for each color
component, defined as

PSNR � � � � 	 �
�


� � � �

MSE �
(12)

We can see that the proposed technique outperforms the other
techniques in the majority of the cases and also the PSNR
average value is the highest. Fig. 4 shows a sample of image
no. 6 as interpolated with different methods. It can be noticed
that the proposed approach accurately reconstructs also the
finest details.
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