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ABSTRACT

In digital image display devices, data are typically presented via a spatial subsampling procedure implemented as a color filter array (CFA), a physical construction whereby each light emitting element controls the intensity level of only a single color. In this paper, we examine the problem of color filter array design with respect to spatial resolution and human vision; in doing so we quantify the fundamental limitations of existing designs by explicitly considering the spectral wavelength representation induced by the choice of array pattern, and propose a framework for designing and analyzing alternative patterns that minimize aliasing. An empirical evaluations on standard color test image confirms our theoretical results, and indicates the potential of these patterns to significantly increase spatial resolution while at the same time improving color image fidelity.

Index Terms— Displays, color measurement, image sampling

1. INTRODUCTION

In digital image display devices, data are typically presented at a subpixel level via a spatial subsampling procedure implemented as a color filter array (CFA), a physical construction whereby each light emitting element controls the intensity level of only a single color. The image formation of display in human vision is often modeled by the contrast sensitivity function (CSF) [1, 2], which has a low-pass effect to filter out the granularity of individual elements, and the use of the CFA patterns is ubiquitous in today’s cathode-ray tube, plasma, and liquid crystal display media. The most well known of the color schemes involve the canonical primary colors of light: red, green, and blue [3–5]. In some cases, inclusion of a fourth color such as white is considered [6].

Subpixel rendering and anti-aliasing are some well-known techniques to take advantage of the pixel geometry and arrangement to increase the perceived resolution of the display [4, 5]. The maximal resolution of the display, however, is ultimately limited fundamentally by the choice of the pre-determined CFA pattern. More specifically, the bandwidths of the stimuli that drive the intensity level of the subpixel is typically lower than that of the image features we would like to represent. In this paper, we explicitly quantify the information loss associated with the CFA-based image representation in terms of spectral wavelength as well as the spatial sampling requirements. We then propose a framework for designing and analyzing alternatives to the existing CFA patterns for color image display devices, which overcomes the shortcomings of the previous patterns.

1.1. A Few Definitions

Let \( n \in \mathbb{Z}^2 \) be location index and \( x(n) = (x_1(n), x_2(n), x_3(n))^T \) be the corresponding red, green, blue (RGB) color triple. Given a two-dimensional signal, terminologies such as frequency and spectral are to be interpreted in the context of two dimensional Fourier transforms, which is also denoted by \( \mathcal{F} \). This is not to be confused with spectral wavelength, the wavelengths of the light in the sense of color science. This paper is concerned with the design of CFA, which is a spatially varying pattern. Although the image data that drive the light emitting element are sometimes referred to as CFA image in the literature, we use stimuli to avoid confusion with CFA, the coding of color which is not dependent on the image signal content.

2. EXISTING CFA PATTERNS

2.1. Fourier Analysis of Display Stimuli

Let \( M \in \mathbb{R}^{3 \times 3} \) such that \( y(n) = M x(n) \in \mathbb{R}^3 \) is the linear transformation decomposing the color defined in RGB color space into luminance component \( y_1(n) \) and two chrominance components \( y_2(n), y_3(n) \) (e.g. YUV, YIQ, YCbCr [7]). Because the high frequency contents of \( x_1, x_2, x_3 \) are highly redundant, it is often accepted that \( y_2 \) and \( y_3 \) are bandlimited [8–10]. See Figure 1(a-c). This claim is strongly supported by the fact that the Pearson product-moment correlation coefficient of a color image measured between the color channels is typically larger than 0.9 [11]. It is then not surprising that CSF has far wider passband on \( y_1 \) when compared to that of \( y_2 \) and \( y_3 \) [1, 2].

To motivate our analysis, we first examine vertical and diagonal stripe sampling [6, 12]. Let \( c(n) = (c_1(n), c_2(n), c_3(n))^T \in \{ e_1, e_2, e_3 \} \) be the red, green, and blue indicator for CFA color at pixel location \( n \), respectively, where \( e_i \in \mathbb{R}^3 \) denotes the standard basis. The stimuli \( u(n) \in \mathbb{R} \) and displayed image \( v(n) \in \mathbb{R}^3 \) are:

\[
\begin{align*}
\tilde{u}(n) &= \tilde{c}^T(n) x(n) = \tilde{\phi}(n) M^{-1} M x(n) = \phi(n) y(n) \\
v(n) &= c(n) u(n),
\end{align*}
\]

where \( \tilde{c} \equiv \text{c typically and } \phi \equiv M^{-T} \tilde{c} \). Most luminance-chrominance decompositions are designed such that \( y_2 = y_3 = 0 \) when \( x_1 = x_2 = x_3 \). Consequently, it can readily be shown that \( \phi_2(n) \) and \( \phi_3(n) \) are pure sinusoids, where the corresponding frequencies are \( \left( \frac{\pi}{2}, 0 \right) \) and \( \left( \frac{\pi}{2}, \frac{\pi}{2} \right) \) for vertical and diagonal stripe sampling, respectively. Thus, the Fourier transform of the stimuli is a sum of the chrominance signals modulated by \( \left( \frac{\pi}{2}, 0 \right) \) or \( \left( \frac{\pi}{2}, \frac{\pi}{2} \right) \) and the luminance signal. Figures 1(d-e) show example spectra, revealing severe aliasing between the luminance and the chrominance components near the modulation frequencies.
3. DESIGN AND ANALYSIS OF NEW CFA PATTERNS

3.1. A New Alternative to Existing CFA Patterns

Let \( h_i(n) \) be the CSF for \( y_i(n) \) and \( * \) denotes convolution. Then the low-level human visual response to a color image \( x(n) \) is \( W(x) = (W_1(x), W_2(x), W_3(x)) \) where \( W_i(x)(n) = h_i(n) \ast y_i(n) \). Recall that multiplication in the spatial domain implicates a convolution in the Fourier domain, and assume that the passband of \( h_i \) is wide enough such that \( h_i(n) \ast y_i(n) = y_i(n) \). Our objective is to choose \( \{c, \tilde{c}\} \) such that \( W(x) = \tilde{W}(v) \). To do so, let us examine the properties of \( \tilde{W}(v) \):

\[
W_i(v)(n) = h_i(n) \ast z_i(n)
\]

where \( \psi = Mc \). Then our condition can be rewritten as:

\[
y_i(n) \approx h_i(n) \ast (\psi(n) \phi^T(n)y(n)). \tag{1}
\]

Let \( \phi_i(n) = k_i \psi_i(n) \) for some constant \( k_i \). Then (1) can be viewed as a classical amplitude modulation problem, where multiple signals of interest are transmitted over the same media by modulating first via the multiplication in the time domain. Thus the carrier frequencies \( \psi_i = \phi_i \) must be chosen such that:

- \( h_i(n) \ast (\psi_i(n) \phi_j(n)) = 1 \) when \( i = j \);
- \( h_i(n) \ast (\psi_i(n) \phi_j(n)) = 0 \) when \( i \neq j \);
- \( u = \phi_1 y_1 + \phi_2 y_2 + \phi_3 y_3 \) is alias free;
- \( u \geq 0 \).

More specifically, when \( i \neq j \) we would like the frequency contents of \( \psi_i(n) \phi_j(n) \) to be sufficiently high such that \( \psi_i(n) \phi_j(n)y_i(n) \) is outside the passband for \( h_i(n) \). Since the bandwidth of \( y_i(n) \) is the largest, we set \( \phi_1(n) = k_1 \psi_1(n) = 1, \forall n \). Our strategy is to modulate \( y_2 \) and \( y_3 \) via the multiplication with \( \phi_2 \) and \( \phi_3 \) such that the 2D Fourier transform of the frequency-modulated chrominance signals occupy the regions in the frequency domain not used by \( y_1 \).

Below, we design \( \phi \) and \( \psi \) in the frequency domain, take their inverse Fourier transforms to find the equivalent representation in the spatial domain, and compute \( \tilde{c} = M^T \phi \) and \( c = M^{-1} \psi \). Let us begin by assuming that \( \{\phi_2, \phi_3\} \) have two-dimensional Fourier transform of the following from:

\[
\mathcal{F}(\phi_2)(\omega) = \sum_i s_i \delta(\omega + \tau_i) + \hat{s}_i \delta(\omega - \tau_i)
\]

\[
\mathcal{F}(\phi_3)(\omega) = \sum_i t_i \delta(\omega + \tau_i) + \bar{t}_i \delta(\omega - \tau_i) \tag{2}
\]

where \( \tau_i \in \mathbb{R}^2 \), \( \delta(\cdot) \) is the Dirac delta function, and \( \hat{s}_i \) denotes complex conjugate of \( s_i \). Note that the symmetry properties in (2) guarantees that the inverse Fourier transform is real. Then, the overall Fourier transform of the stimuli is a sum of luminance and frequency-modulated chrominances:

\[
\mathcal{F}(u) = \mathcal{F}(\phi^T y)
\]

\[
= \mathcal{F}(y_1)(\omega) + \sum_i (s_i \mathcal{F}(y_2) + t_i \mathcal{F}(y_3))(\omega + \tau_i)
\]

\[
+ \sum_i (\bar{s}_i \mathcal{F}(y_2) + \bar{t}_i \mathcal{F}(y_3))(\omega - \tau_i).
\]

Note that the design parameters of the color filter consist of carrier frequencies \( \{\tau_i\} \) and their weights \( \{s_i, t_i\} \). Ideally, the optimal CFA pattern achieves partitioning of \( y_1(n), y_2(n), y_3(n) \) in the frequency domain representation of the stimuli. By choosing a carrier \( \tau_i \) sufficiently far from the baseband (i.e., high-frequency), the chances of \( \phi_2 y_2 \) and \( \phi_3 y_3 \) overlapping with \( \phi_1 y_1 \) in the frequency domain is minimized while \( \psi_1 \phi_2, \psi_1 \phi_3, \psi_2 \phi_1, \psi_3 \phi_1 \) fall outside of the passband for \( h_1, h_2, \) and \( h_3 \), respectively. As a result, the effective spatial resolution of image display is increased because...
Fig. 3. Example output using “Barbara.” The figure must be viewed on screen with 96dpi scaled at 100%.
the size of the areas in $\mathcal{F}(y_1)$ that do not overlap with the modulated chrominance signals are far larger than that of the existing CFA patterns. Furthermore, a CFA pattern with the carrier frequencies fixed away from DC is consequently less sensitive to the directionality of the image features.

The requirement that $\mathbf{u}$ be non-negative can be met by setting $\{s_i, t_i\}$ relatively small compared to the DC value (compensated for by $k_3$ and $k_5$). Furthermore, the choice of carrier frequencies may be restricted to rational multiples of $\pi$ so that the inverse Fourier transform of $(2)$ is periodic. For example, $\pi$ lying on multiples of $\frac{\pi}{2}$ induces a $4 \times 4$ CFA pattern. One unique aspect of the proposed CFA scheme is that the resulting pattern does not consist of pure red, green, and blue samples, but rather of a mixture at every subpixel position.

3.2. Implementation and Examples

A design of CFA pattern satisfying the proposed design criteria set forth in section 3.1 is not unique. In order to evaluate the output image independent of the pixel geometry, we assume square pixels arranged in a rectangular lattice. Generalization to subpixel rendering and other pixel geometries is straightforward. Likewise, anti-aliasing measures are purposely not taken, in order to illustrate the fundamental throughput of the stimuli signal. Consider a CFA pattern induced with the following parameters:

$$M = \begin{bmatrix} 0.5774 & 0.5774 & 0.5774 \\ -0.5774 & 0.7887 & -0.2113 \\ -0.5774 & -0.2113 & 0.7887 \end{bmatrix}$$

$$\mathcal{F}(\phi_2)(\omega) = \frac{3+3i}{8} \delta(\omega + \left(\frac{\pi}{2}, \pi\right)^T) + \frac{3-3i}{8} \delta(\omega - \left(\frac{\pi}{2}, \pi\right)^T)$$

$$\mathcal{F}(\phi_3)(\omega) = \frac{3-3i}{8} \delta(\omega + \left(\frac{\pi}{2}, \pi\right)^T) + \frac{3+3i}{8} \delta(\omega - \left(\frac{\pi}{2}, \pi\right)^T).$$

The proposed pattern implies a periodic structure of size $2 \times 4$, and though as it appears on Figure 2 that it consists of the usual red, green, and blue in addition to light blue, every color in this figure is actually a mixture of all primaries (it is easy to verify that arranging red, green, blue plus a fourth color in similar $2 \times 4$ lattice pattern would result in a sub-optimal performance).

Figure 3 shows an example stimuli and display of a widely available color image, “Barbara,” using the above pattern. As apparent from the figure, the vertical stripe CFA is subject to severe aliasing in high-frequency regions such as the scarf and the pants of “Barbara” image. Although the diagonal stripe CFA is a clear improvement over the vertical, it is unable to suppress the aliasing completely in the textured regions. The proposed CFA, however, is able to resolve the high-frequency content of the image. In particular, the textures on the scarf and the pants, which are oriented in many directions, are recognizable without major artifacts. The improvements in Figure 3 can be explained via the Fourier transform of the stimuli $\mathbf{u}$ in Figure 1(f). As the distance between DC and the frequency-modulated chrominance signals in the two-dimensional Fourier domain are far greater, we see that aliasing is much less likely to have occurred.

Additionally, the stimuli $\mathbf{u}(\mathbf{n})$ (figure 3(d)) can be regarded as a grayscale representation of the color image $\mathbf{x}(\mathbf{n})$ with additional information about its chromaticity content embedded inside low-visibility, high-frequency textures. Such mapping gives rise to a reversible coding of color images in black-and-white prints, a technique proven useful in scanning and printing applications [13]. Owing to length constraints, a detailed discussion of this point is omitted.

4. CONCLUSION

In this paper, we proposed to evaluate the display device CFA in terms of throughput of stimuli as limited by aliasing. We showed that the the spectral replicas of the chrominance signals induced by existing CFA patterns are centered around frequencies that are not sufficiently far from the DC, consequently overlapping with the luminance signal spectrum and reducing the throughput of the stimuli. We reinterpret the interactions between the stimuli, display CFA, and CSF in terms of modulation content, and offer an alternative CFA coding scheme that modulates the chrominance signals to a higher frequency relative to common schemes.
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