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ABSTRACT 
 
Lips segmentation is a very important step in many 
applications such as automatic speech reading, MPEG-4 
compression, special effects, facial analysis and emotion 
recognition. In this paper, we present a robust method for 
unsupervised lips segmentation. First the color of the lips 
area is estimated using expectation maximization and a 
membership map of the lips is computed from the skin color 
distribution. The region of interest (ROI) is then found by 
automatic thresholding on the membership map. Given a 
mask of the ROI, we initialize a snake that is fitted on the 
upper and lower contour of the mouth by multi level 
gradient flow maximization. Finally to find the mouth 
corners and the final contour of the mouth, we use a 
parametric model composed of cubic curves and Bezier 
curves.  
 
Index Terms — Mouth, Lips Segmentation, snake, 
parametric model, color, features detection. 
 

1. INTRODUCTION 
 

Many previous works have been done on human face 
components detection such as mouth, lips, eyes, … .We are 
interested in lips detection but our purpose in this paper is to 
extract the lips contours as accurately as possible. This can 
be useful for example for speech recognition by adding 
visual information to the audio one [1] or for facial emotion 
detection [2]. The global problem in face features analysis is 
that the algorithms have to deal with unpredictable 
conditions such as the lighting conditions, different scales, 
different subjects, with different characteristics and different 
acquisition systems.  

To achieve a good and robust segmentation, many 
techniques have been developed in the past. We can, mainly, 
classify those techniques in 2 families, the deterministic 
methods and statistical methods. 

In the first class of method there is no prior knowledge 
and we can distinguish two different approaches, a region 
approach and a contour approach.  

For example Liévin [3] is using Markov random field in 
a suitable space color and movement to segment the area of 
the mouth and then applies an active contour on the mask to 
extract the contour of the mouth. This method can give 
accurate results but the problem with the Markov random 
field is to initialize the color distributions for the relaxation 
to classify the pixels which are from the lips, from the face 
and from the background. Moreover, the final mask can lead 
to impossible results because the shape of the mouth is not 
constraint. Chung Liew and al [4] proposed a similar method 
using fuzzy clustering on color image and then extract the 
contour from the final mask. There are processing to 
constraint the global shape of the mouth, but the final 
contours are noisy. 

Eveno [5] used a contour approach to extract the lips 
contour. He introduced a flexible polynomial model of the 
mouth composed of cubic curves and fits it using gradient 
information based on pseudo hue [6] and luminance. The 
model developed by Eveno is very interesting because it can 
be fitted on extreme shape of mouth, but the initialization of 
the jumping snake for the upper lip and the snake for the 
lower lip based on gradient mean flow maximization are not 
robust to change of lighting conditions and thus the model 
can be fitted on a false contour. 

More recently, statistical methods have been developed 
to extract face features and particularly the mouth. Coots and 
al. [7] introduced active shape (ASM) and active appearance 
models (AAM). The shape and the appearance of the object 
of interest are learned from a training set of manually 
annotated images. To reduce the dimension of the model, a 
principal component analysis is run on the data collected. 
Using a cost function, the models are iteratively fitted to 
reduce the difference between the models and the real 
image. Gacon [8] used a similar approach to construct a 
multi-speakers model of the mouth area. The model is then 
initiated by color based segmentation. Then the goal is to 
find the parameters that will minimize the difference 
between the responses of Gaussian descriptors [9] of the real 
image and those from the statistical model. The results given 
by Gacon show good performances but one needs to 
manually annotate hundreds of pictures to construct the 
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statistical model. The advantage of the statistical model, 
which is to always give a “possible” result, is a problem in 
case of a subject or a shape too far from the mean model. 

 
Figure 1 : Pictures of the lips and the corresponding picture after color 
transformation   

Our Goal in this work is to achieve an unsupervised 
method to accomplish a robust and accurate segmentation of 
the mouth of color face pictures which can eventually be 
used after to initiate a more complex method, for example a 
method with ASM and AAM [7].   

We make the hypothesis that the face have been 
detected by a preliminary processing and that the image is 
focused on the lower part of the face (Fig. 1). 

The paper is organized as follows. In section 2 we will 
describe the extraction of the region of interest (ROI) by 
color segmentation using EM -expectation maximization. 
Section 3 describes the detection of the key points of the 
mouth and the contour extraction. Finally section 4 presents 
some experimental results and concludes this paper. 
  

2. ROI COLOR SEGMENTATION 
 
2.1. Color transformation 
 
The choice of a suitable color space in color-based 
approaches is essential to the robustness of the algorithm. 
Most of the time, conversion to spaces such as HIS or HSV 
gives noisy results because of the poor quality of the 
pictures. In this work we use the ratio H=G/R, with R and G, 
respectively, the red and green component of the RGB color 
space. This is a very simple and computationally fast 
processing and it is very efficient to enhance contrast (see 
Fig. 1) between skin color and lips color: 
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In [3] Liévin and Luthon give theoretical background to 

this transformation. 
 

2.2. Lips Area Detection 
 
In this work the hypothesis is that the color distribution of 
the picture can be approached by a gaussian mixture model. 
Let HUE=[h1…hM] be a vector of the value of the pixel from 
H and g1…gM a set of N gaussians. Using Expectation 

maximization, the parameters ={ 1… N, 1… N,w1…wN} of 
the Gaussian mixture P(hi) are estimated: 
 

                    (2) 
 
 

               (3) 
 
 

The EM algorithm is initiated by a K-means algorithm 
with N clusters, as we have no prior knowledge on the 
distributions parameters. We supposed that the pictures are 
focused on the lower part of the face and so most of the 
pixels are from the skin. From the Gaussian mixture we 
extract the Gaussian that has the highest weight wj and it is 
associated with the skin. With the estimate distribution of 
the skin we compute a membership map of the lip pixels 
(Fig 2.): 

 
               (4) 

 

 
Figure 2 : Pictures of the lips, the corresponding hue picture H and 
membership map 

The membership map is not computed using the direct 
estimation of the lips color distribution. Most of the time, 
there is note enough lips pixel (In case of very thin lips) and 
the K-means algorithm combined with the EM fails to 
estimate the lips color distribution. Instead we use the skin 
color distribution as it is more robust because most of the 
pixels in the image are from the skin. 

A threshold t (5) must now be found to obtain a binary 
mask MASK of the lips. 
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In order to get t, first we compute the gradients Rtop and 

Rbottom as Eveno proposed in [5], assuming I, R, G are 
respectively the luminance, red and green components of the 
image with x, y coordinates: 
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Figure 3: Pictures of the lips and the corresponding lips ROI detected 

Secondly, the threshold t is computed by maximization 
of the coefficient  (10) which is the product between  (8), 
the mean flow of the gradients Rtop and Rbottom through the 
contour (Cont) of the mask (5), and the ratio R (9) (Fig 3.). 
This ratio is high when pixels with strong membership are in 
the area covered by the mask. 
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Φ⋅= Rα                                                                 (10) 

 
dn is the vector orthogonal to the contour. 
  

2.3. Choice of N 
 
The choice of the number of cluster N has an important 

influence on the lips area detection. Typically there are N=3 
clusters that are looked for, the background, the skin and the 
lips. In our application, the amount of background pixels can 
be very small and N=2 clusters gives better results. So the 
preceding procedure is run for N from 2 to 3 and the result 
that maximizes  is chosen. The final mask is called ROI.  

 
3. KEY POINTS DETECTION AND CONTOUR 

EXTRACTION 
 
3.1. Detection of the upper and lower contour 
 
To detect the upper and lower contour, because the contours 
of the mouth are often not well defined, we choose a multi 
scale approach similar to [9] where Lindeberg propose a 
methodology to detect features with automatic scale 
selection. Using the ROI detected previously, we will 
compute an edges map to initiate snakes [10] for the upper 
and lower contour. Then those contours will be fitted to the 
mouth using multi-scale gradient information. 

The idea to use multi-scale is to be able to deal with 
different resolution and subject. On Fig 4 we have computed 
|Rbottom| for s=1…3. Gradients fields have been normalized 
for display. We can see that the lower contour of the mouth 
is well defined for higher scales (s=3). 

 
Figure 4: Result of |Rbottom(s)| for s=1…3. 

First we compute the normalized [9] Rtop and Rbottom  for 
different scales s : 
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With * the convolution operator and g(x,y,s) a gaussian 

window with the standard deviation s. In this work s=1…3. 
After that we compute edges maps for the upper lip and 

for the lower lip for s=1…3: 
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A labeling is done on the edges maps for s=1…3 and 

k=(top,bottom) and we keep the edges that are found overall 
the scales (Fig 4(c)). Finally we obtain two binary images 
composed of the selected edges EDGEtop and EDGEbottom 
and we add them: 

 
ROIEDGEEDGEEDGE bottomtop ×+= )(         (14) 

 
An active contour is then run on that binary image 

composed of the selected edges (Fig 5(c)) and is sampled 
with a fixed step. This gives us a set of the upper points Mtop 
that are used as an initial state of the upper contour and a set 
of the lower points Mbottom, used as an initial state of the 
lower contour of the lips (Fig 5(c)). 

The fitting procedure for the upper contour is then: for 
each point Mtop(m), the horizontal position is fixed, and the 
best vertical position is found by maximizing the Rtop(s) 
mean flow through a Bezier curve for s=1…3. The curve is 
interpolated using [Mtop(m-1), Mtop(m), Mtop(m+1)] as 
control points for a limited number of vertical neighbors of 
Mtop(m) (Fig 4.). For the extreme points, all the points Mtop 
are used to compute the Bezier curve.  

The procedure for the lower contour of the lips is the 
same using Rbottom(s) for s=1…3 and the set of points Mbottom. 
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3.2. Contour extraction 

 
The final contour extraction is done by fitting a 

parametric model of the mouth using the contour detected 
before. Eveno and al [5] introduce a flexible model 
composed of cubic curves. In this work we use a similar 
model excepted for the lower contour for which we use 
Bezier curves (Fig 5(g)). Six key points are used to compute 
the final contour Pi=1…6. The points P2,3,4 are extracted from 
Mtop. P6 is found by searching for the lowest point on Mbottom 
between P2 and P4. 

The curve fitting and the detection of the mouth corners 
P1 and P5 are done at the same time. We make the 
hypothesis that the mouth corners are on the minimum 
luminance line [5] Lmin (Fig 5(d)). 

To detect the left mouth corner, we search for the point 
P1 that will that maximized the Rtop(s) mean flow throughout 
the upper and lower left curves (Fig 5(e)). For each tested 
point a finite number of curves with different slopes are test 
for the upper contour (Fig 5(f)). For the right side of the 
mouth we use the same procedure.  

The final contour of the Cupid’s bow is given by 
plotting linear curve between P2 and P3 and between P3 and 
P4 (Fig 5(g)). 

 
4. RESULTS AND CONCLUSION 

 
We Have tested our algorithm on a database of 450 

pictures from 12 different subject manually annotated 
without changing any parameter. The results are the error 
between the detected key points Pi=1…6 and the annotated 
key points normalized by the width of the mouth. For 
comparison we give the results obtained on the same 
database with the method from [5], a deterministic method, 
and from [8] in which the algorithm is trained on the 
database. The errors are given in percentage of the width of 
the mouth with the standard deviation (Table 1). We can see 
that the results of the proposed algorithm for the outer are 
good, close to the results from [8].  

We have presented an algorithm for the extraction of 
the outer contour of the lips and we also presented 
quantitative results of the presented work compared to two 

different kinds of method, a deterministic method and a 
statistical method. The next improvement will be to add an 
inner contour extraction module. 

 

Algorithm 
Our 

Algorithm 
Eveno 

Algorithm 
Gacon 

Algorithm  

Error (%) 4.1 ± 5.1 7.5 ± 13 2.7 ± 1.3 
Table 1: Quantitative results of our algorithm 
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Figure 5: Overview of the complete processing, a) Picture of a mouth, b) ROI mask of the lips, c) Edge map and the initialization of Mtop and Mbottom, d) The 
contours after optimization, e) Left contours for different left mouth corners tested on Lmin, f) Cubic curve of the upper-left contour for different slopes in the 
mouth corner tested, g) The final contour of the mouth. 
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