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ABSTRACT

Graph cut image segmentation with intensity information alone is
prone to fail for objects with weak edges, in clutter, or under occlu-
sion. Existing methods to incorporate shape are often too restric-
tive for highly varied shapes, use a single fixed shape which may be
prone to misalignment, or are computationally intensive.

In this note we show how highly variable nonlinear shape priors
learned from training sets can be added to existing iterative graph
cut methods for accurate and efficient segmentation of such objects.
Using kernel principle component analysis, we demonstrate how a
shape projection pre-image can induce an iteratively refined shape
prior in a Bayesian manner. Examples of natural imagery show that
both single-pass and iterative segmentation fail without such shape
information.

Index Terms— Image segmentation, graph cuts, shape priors,
kernel PCA

1. INTRODUCTION

This note addresses the problem of semi-automatic image segmen-
tation where the object of interest may have weak edges, lie next
to objects of similar intensity distributions, or is partially occluded.
Often in such problems, the segmentation task is formulated as one
of energy minimization.

Recently, graph cut techniques have received considerable atten-
tion as a robust method for global energy minimization. Popularized
for image segmentation by [1], graph cut techniques have found ap-
plication throughout the vision community. See [2] for a history and
survey of the field.

Despite its widespread application to image segmentation, in sit-
uations such as this, the iterative graph cut technique may not cap-
ture weak edges, may leak out of the object of interest, or be unable
to capture occluded portions of the object. Similar to how intensity
information is iteratively refined, incorporating prior shape informa-
tion prevents such failures; however, incorporating such information
into the graph cut method is an ongoing area of research which this
paper extends.

In this work, we use kernel PCA [3] to learn a statistical model
of relevant shapes. From a user-initialized segmentation, the algo-
rithm proceeds iteratively. At each iteration the previous segmen-
tation is used to obtain a projection in the learned shape space. In
addition, the intensity histograms are recomputed given the previ-
ously segmented regions. These priors—the shape and histograms—
are then used in a Bayesian formulation to perform segmentation via
the graph cut technique.
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Fig. 1. Octopus near fish of similar intensity: initial, without shape,
with shape (left to right).

2. GRAPH CUTS

Taking advantage of efficient algorithms for global min-cut solu-
tions, we cast the energy-based image segmentation problem in a
graph structure of which the min-cut corresponds to a globally opti-
mal segmentation.

Evaluated for an object/background pixel assignment A, such
energies are designed as a data dependent term and a smoothness
term. The data dependent term evaluates the penalty for assigning a
particular pixel to a given region. The smoothness term evaluates the
penalty for assigning two neighboring pixels to different regions, i.e.
a boundary discontinuity. These two terms are thought of as a region-
based term and a boundary term, often weighted by 0 < A < 1 for
relative influence:

E(A)=X) Ry(4)+ (1= > Bgpgy (O
pET (p,9)EN
P#Aq

where T represents all image pixels, A all unordered neighborhood
pixel pairs.

To construct the graph representing this energy, each pixel is
considered as a graph node in addition to two nodes representing
object and background. The data dependent term is realized by con-
necting each pixel to both the object and background nodes with
non-negative edge weights R, (O) and R, (B) representing the like-
lihood of object and background region presence at pixel p. Lastly,
the smoothness term is realized by connecting each pairwise combi-
nation of neighboring pixels (p, ¢) with a non-negative edge weight
determined by a penalty for boundary discontinuity, By, ). Notice
that, since the min-cut sums only along the boundary, the bound-
ary condition of A, # A, in (1) may be ignored and every pair of
neighboring pixels may be connected with edge weight B, 4). The
min-cut of the weighted graph represents the segmentation that best
separates the object from its background. See [1] for more details.

Typical applications of graph cuts to image segmentation differ
only in the definitions of R, and B, 4). For example, in [1] the
negative log-likelihood of a pixel’s fit into user-initialized intensity
histograms is used in the regional term while intensity contrast is

ICIP 2007



used in the boundary term:

Ry(0) = —=In P(Z,|0) Ry(B) = —InP(Z,|B) (2)

—||Zp—Zq|l?
B = eXp(%) Hpqu @)

where o is a user-defined parameter and || p — ¢ || is the Euclidean

pixel distance for normalizing among edges of different length.

3. RELATED WORK

This note further integrates two areas of research, namely learned
shape priors and graph cut segmentation techniques.

Learned shape priors have been used in segmentation techniques
in a variety of ways. From a training set of segmented objects, such
techniques build a statistical shape model using a particular repre-
sentation, then attempt to find the segmentation that best fits the
shape model [4]. This paper uses nonlinear kernel principle com-
ponent analysis to form a shape model much like the approach taken
in level set methods [5]. This approach easily captures the variance
in the training set allowing for a highly deformable shape model.

Shape priors have been incorporated into graph cut techniques
in a variety of ways. For example, the authors of [6] propose a
novel method for segmenting a particular class of shapes that they
define as compact. Here they modify the boundary term B, 4y to be
prohibitively large if the assignment violates the rules for maintain-
ing a compact shape. However, the class of shapes defined as com-
pact may be quite restrictive in applications involving highly variable
shapes.

Another similar approach was that of [7] where segmentation
was performed iteratively, at each iteration fitting an ellipse to the
current segmentation to define a shape prior and band to segment
within; however, like the compact shape approach, this does not gen-
eralize to highly variable shapes. Also, this method incorporates the
shape prior as an additive fixed weight, not in the sense of a proba-
bilistic Bayesian prior.

The iterative re-estimation of model parameters has seen appli-
cation as a way of lessening the need for user interaction. In [8] seg-
mentation proceeds iteratively, at each iteration the color histograms
are updated from the regions defined by the last segmentation (or
user initialization) and the segmentation performed once again with
these new histograms. Similarly, [7] refits an ellipse to the last seg-
mentation defining a new shape prior.

Seeking to capture more arbitrary shapes, the authors of [9] use
a distance function in the smoothness term favoring boundary place-
ment that is close to the shape outline. Determining the shape to seg-
ment and fixing its alignment before performing the graph cut, this
method seems quite sensitive to those initial estimates. Further, since
the shape prior comes into play in the boundary term, in a sense, this
has a local effect and may again be sensitive to misalignment.

In a more generic approach to shape, [10] uses a Markov random
field representation where the latent shape model variables are inte-
grated out via expectation maximization. Here, shape information is
utilized in a principled Bayesian manner; however, this approach is
computationally intensive requiring a separate energy minimization
and repeated sampling from the shape model.

A different method of incorporating shape involves the concept
of flux across the segmented surface. Utilizing an aligned and fixed
distance function, [11] seeks a segmentation which additionally min-
imizes the divergence between surface normals of the shape and
segmentation. Aside from the complicated numerical scheme, the

segmentation is sensitive to initial alignment; highly deformed ob-
jects significantly increase flux across the surface when slightly mis-
aligned.

Other work such as [12] constrains shape, not with a statistical
prior, but by narrowing the region of possible segmentations to a
band around the user initialized contour. Such methods do not cap-
ture occluded regions.

4. KERNEL PRINCIPLE COMPONENT ANALYSIS

Kernel methods, and in particular, kernel principle component anal-
ysis (PCA) has been a focus of research in the pattern recognition
community [3]. The basic idea behind these methods is to map the
data from the input space S to a feature space F via some nonlinear
map ¢ : S — F, and then apply a linear method in F to do further
analysis. Kernel PCA [13] is a nonlinear feature extractor where lin-
ear PCA is performed in the feature space F which is equivalent to
doing nonlinear PCA in the input space S. Because it is able to cap-
ture nonlinear features in the data, this technique has demonstrated
superior results compared to linear PCA [14, 5, 15]. Here only the
algorithmic application of kernel PCA will be given. For more thor-
ough treatments, see [14, 3, 13, 15].

To form the statistical model of shape space S, kernel PCA is
performed as follows. Let {x1,...,xn} C S be a set of aligned
training shapes represented by binary masks where 1 is object and
0 is background and spread as vectors. These are samples from our
shape space S. Further, let the chosen kernel K : S x § — R
representing the inner product in feature space be the radial basis
function: ,

k(i x;) = exp (2 )

First, compute the N x N kernel matrix K with entries K;; =
k(x;,x;) taking training set elements pairwise. Second, perform the
singular value decomposition on the centered kernel matrix H K H =
UxU T, with centering matrix H = [ — %llT7 identity matrix [
of dimension N x N, and 1 = [1 1...1]7 of dimension N x 1.
We now have matrix U = [ay, ..., an] containing the eigenvectors
a; = [a1,...,a;n]T and diagonal matrix ¥ = diag(\1, ..., Aw)
capturing the corresponding eigenvalues. We now have a vector ba-
sis for the nonlinear feature space.

Thus, given a pointx € S one can compute its projection P¢(x) €
F. For a given training set, the projection P¢(x) is the shape most
faithful to the training set. Since the map ¢ : S — F is not known,
the pre-image X € S of P¢(x) cannot be easily computed. How-
ever, the method in [15] gives an algebraic expression to compute
the approximate pre-image. This pre-image X is the shape used to
form the prior.

To obtain the pre-image % of an arbitrary aligned binary shape x
we use the following expressions from [15] to form the pre-image
X given x. Note that X is a convex combination of the training
set as judged by the nonlinear distance in feature space, || ¢(x;) —

Po(x) |I*.
ko = [k(%,X1), .., k(x, %)) ko = Hks — x K1)  (5)

T _ N 1
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Finally, the pre-image is formed as

sy 3i(52— [l @) — Po(x) [|*))xi

s A5 2= [ 9(xi) = Po(x) [12))

X =
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using the distance in feature space

I (xi) = Po(x) |I*= (ko + 2H (5 K1~ ks,))" Mk,
+H1"K1+ Ky — 217k.,  (9)

5. OUR WORK

Starting with a training set of binary shapes, kernel PCA computes
matrices K, U, ¥, and M defining the shape space. To repre-
sent shapes, we use binary maps which have been shown to have
higher fidelity shape projections compared to distance functions [5].
The following steps are cycled through repeatedly until convergence.
Each such iteration begins with a current segmentation, the first iter-
ation using the user-initialization defining object and background.

First, compute object and background intensity histograms and
smooth as necessary. Second, form the shape prior as the pre-image
X of the current segmentation x using expressions (5-9). Third, con-
struct the graph using boundary weights as in (3), yet introducing a
Bayesian prior into the regional term (2). Our goal is to determine
P(O|T) and Bayes rule tells us that P(O|Z) «x P(Z|O)P(O). If
we were to assume P(O) to be uniform, it would fall out of the ex-
pression, as in (2). However, here we assume a non-uniform shape
prior P(O), and introducing a weight 0 < y < 1 for relative shape
influence, we have a new regional term:

Ry(0) = (1 - i) In P(Z,]0) — u In P(O,)
Ry(B) = ~(1 — ) In P(Z,|B) — p n P(B,)

Since the pre-image has value between 0 and 1, we take the pre-
image x to directly be P(O) and set P(B) = 1 — P(O). Finally,
the min-cut of this graph yields a new segmentation that is used in
the next iteration.

It is important to perform all shape computations with aligned
shapes. Specifically, the training set should be aligned and pre-image
formation should start with a aligned shape. For the purposes of this
paper we assumed only rigid translation—no rotation or scaling. That
said, before projecting we center the segmented shape according to
its centroid, form the pre-image, and then undo the centering transla-
tion. More advanced registration may be necessary depending upon
application [16, 17].

6. EXPERIMENTS

Segmentation was performed on three natural image sets and rep-
resentative examples chosen to exhibit weak edges, clutter, and oc-
clusion. Segmentation was performed on a Pentium IV 3.6 GHz
processor with 2GB RAM and used the graph-cut software provided
by [18]. All images are of size 120 x 160 and gray-scale. For all
examples, kernel PCA training was performed in under a second,
and segmentation—from initial segmentation through final iteration—
also completed in less than a second. Each set of images uses its
own training set of representative hand-segmented examples. These
training sets are large demonstrating the robust nature kernel PCA to
sets of high variation.

Parameters were fixed across all experiments with ¢ = 20 in
the boundary term (3), o2 in the kernel function (4) is the mean
| x; — x; ||? distance pairwise among training examples, A = 0.5
to equally weight the region and boundary terms, and 1 = 0.4 giv-
ing slight bias to intensity over shape. Neighborhoods of 8 were
considered in graph construction. Convergence was reached in four
or fewer iterations.

Fig. 2. Four iterations of octopus segmentation showing segmenta-
tion and shape prior pre-images.

Fig. 3. Octopus of very different shape than Figures 1 and 2 to show
variability of shape prior.

The first set of images involves an octopus with a training set of
size 22. Figure 1 shows the octopus alongside a fish of similar inten-
sity to demonstrate how the shape prior contains the segmentation
from leaking into the fish. To see the iterative progress of segmenta-
tion and the shape prior, Figure 2 shows each at successive iterations.
Figure 3 is shown to demonstrate the variation captured in the shape
prior compared to Figure 2.

The second set of images involves a shark with fine sharp fins
and a training set of size 49. Figure 4 shows the inability to cap-
ture the fins without shape and Figure 5 shows the ability to capture
occluded regions.

The final set of images involves a couple holding hands with
a training set of size 44, half the instances being of the man, half
being of the woman. The couple is of similar intensity and so, with-
out shape information, segmentation of one partner has opportunity
to leak as demonstrated in Figure (6). This also demonstrates the
specificity of combining shape and intensity to discriminate between
figures based upon placement of the same initializing shape and un-
derlying initial histograms.

7. CONCLUSION

In this note, we proposed how to incorporate a Bayesian shape prior
into existing iterative graph cut segmentation methods. The shape
model is learned from a set of training examples via kernel PCA
and the shape prior generated by pre-image projection. Experiments
on natural imagery showed the method to be accurate and efficient.
Future work will explore segmenting multiple objects with the multi-
label graph cut algorithm.
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Fig. 4. Necessity of shape to capture sharp fins: initial, without
shape, with shape.
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Fig. 5. Ability to capture occluded regions: initial, without shape,
with shape.
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