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ABSTRACT

We propose a post processing algorithm to enhance the qua-
lity of Motion JPEG (MJPEG) by exploiting temporal redun-
dancies. The error between the estimated and original blocks
is analyzed using the translational relation in the discrete co-
sine transform (DCT) domain. The proposed algorithm per-
mits reconstructing the high frequency coef cients lost during
quantization and therefore reduces the ringing artifact. Block-
ing artifact reduction is veri ed by the decrease in the vari-
ance of this coef cient error. Results in quality and PSNR
improvement for both cases of integer and sub-pixel motion
vectors are veri ed by simulations on video sequences.

Index Terms— Discrete cosine transform (DCT), Motion
JPEG (MJPEG), blocking artifact, ringing artifact.

1. INTRODUCTION

Motion JPEG (MJPEG) compresses separately each frame of
the video sequence in JPEG format. Quality enhancement for
MJPEG until now has focused on improving the quality of
each single JPEG frame. Most quality problems concerning
JPEG are blocking and ringing artifacts, especially at low bit-
rate compression.

One method to deal with blocking artifacts is using lapped
orthogonal transform (LOT) [1], which increases the depen-
dence between adjacent blocks. To be compatible with the
JPEG standard, many pixel-based and DCT-based post pro-
cessings methods have been proposed instead of using LOT.
[2] applied an adaptive median lter to remove the high fre-
quencies caused by unwanted edges between adjacent blocks.
Other pixel-based methods are maximum a posteriori pro-
bability approach (MAP) [3], constrained least squares (CLS)
and projection on convex sets (POCS) [4], which require many
iterations with high computational load. The DCT-based me-
thods [5] [6] adjusted the quantized DCT coef cients to re-
duce quantization error. To decrease ringing artifacts, [7] and
[8] used different operators for edge detection and applied
a suitable lter for pixels near edges. These methods did
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Fig. 1. Translation between blocks of image xs and x

not solve the problem completely because the high frequency
components of the resulted images were not reconstructed.

Due to the strong correlation between adjacent frames in
video sequence, information from successive frames can be
used to reduce the quantization error resulted from truncating
the DCT coef cients of each frame. This paper proposes a
novel method of using the previous and future frames to en-
hance the quality of the current frame.

2. TRANSLATIONAL RELATION IN DCT DOMAIN

In MJPEG, each frame is processed in separate blocks of size
N × N (N = 8). Assume one block of frame xs matches to
another block located among 4 blocks of frame x as in Fig. 1.
The DCT transform (type II) of xs can be obtained by

Xs(u, v) =
2
N

kukv

N−1∑
m=0
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n=0

x(m+m0, n+n0)Cm
u Cn

v
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{ 1√

2
if j = 0

1 otherwise

In (1), if we replace x by its DCT coef cients X , Xs can be
calculated based on the DCT coef cients of 4 blocks (i, ii, iii
and iv) of image x or more generally, based on a function
F
(
X, m0, n0). After DCT transform, the quantization pro-

cess truncates the DCT coef cients X to obtain the output
Xq with error ΔXq . Because of the non-linear characteris-
tic of the quantization function, the error ΔXq(u, v) prevents
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the quantized DCT coef cients of the original block Xq and
the shifted blocks Xs,q from satisfying (1). Linearizing the
quantization function, a displacement Xd

s,q of Xs,q can be es-
timated based on Xq

Xd
s,q = F

(
Xq, m0, n0

)
(2)

Instead of having zero values due to truncation, high frequency
DCT coef cients are re-created using (2). This equation is
equivalent to a simple translation in the pixel domain

xd
s,q(m, n) = xq(m + m0, n + n0) (3)

3. QUALITY ENHANCEMENT USING TEMPORAL
REDUNDANCIES

In Fig. 3, motion estimation (ME) is used to nd the motion
vector between blocks of frames. Assume that the present
block is shifted from one block of the previous and future
frames respectively by (mb

0, n
b
0) and (mf

0 , nf
0 ) pixels, the back-

ward estimated version xb
q(t, m, n) and forward estimated ver-

sion xf
q (t, m, n) of compressed block xq(t, m, n) are calcu-

lated by using (3). Consequently, an averaging scheme is used
to calculate the nal processed block

x′q(t, m, n)=
1
3
(
xf

q(t, m, n)+xq(t, m, n)+xb
q(t, m, n)

)
(4)

This is equivalent to a temporal lter for aligned blocks of dif-
ferent frames. Because DCT is an orthonormal transform, the
mean square error between the estimated and original blocks
can be obtained by their DCT coef cients

E′q(t, u, v) = X ′
q(t, u, v)−X(t, u, v) (5)

Consider Q as the quantization matrix, the variance of E′q
is calculated with the assumption that the quantization errors
are white and independent for DCT coef cients in the same
block, in different blocks and different frames
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Fig. 2. Block diagram of the enhancement algorithm
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and similiarly for Kf
l (u, v).

To get improvement, σ2
E′

q
(u0, v0) must be less than the

variance of the original error Q2(u0,v0)
12 . This is equivalent to
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In real video sequence, pure translation is rarely satis ed.
Assume that the block in xs is the shifted version of one block
of image x with difference Δx

xs(m, n)=x(m+m0, n+n0)+Δx(m+m0, n+n0) (15)

With the assumption that Δx is zero mean noise with variance
σ2

Δx and is independent to x

σ2
E′

q,real
(u0, v0) = σ2

E′
q
(u0, v0) + k2

u0
k2

v0
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The error variance in this case increases by k2
u0

k2
v0

σ2
Δx com-

paring with the error variance of the ideal translation. The
non-ideal relation also decreases the accuracy in detecting the
motion vectors between blocks.

A more general scheme which uses an arbitrary number of
previous and future frames to enhance the current frame can
be considered using the same process. The nal processed
block is obtained by applying an adaptive lter to the esti-
mated versions. The optimal coef cients of the lter are cal-
culated by minimizing the variance of the error E′q under the
same assumption.
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4. SIMULATION RESULTS

4.1. Enhancement in pure translational video sequence

Theoretically, only those motion vectors which satisfy (14)
will provide enhancement in image quality. Fig. 3(a) shows
all cases of motion vectors from (0, 0) to (7, 7) with block
size 8 × 8. Both coordinates are in base eight, such as on
the horizontal axis, x = 2.43 means that u0 = 2, mb

0 = 4
and mf

0 = 3 and similiarly for vertical axis. If the point at
(u0.m

b
0m

f
0 , v0.n

b
0n

f
0 ) meets the condition, its color is white

and otherwise. At high frequency, all motion vectors give
improvement in PSNR, but at middle frequency, only a few
motion vectors provide enhancement.

(a) Valid Motion Vectors (b) Original frame - Mobile

(c) Compressed frame - Q (d) Chen method

(e) Liu method (f) Proposed method

Fig. 3. Enhancement for ideal case - Low compression.

The simulation for ideal case is applied to a single frame
of different video sequences. Previous and future frames are
translated from the present frame respectively by (1, 1) and
(−1,−1) pixel. Motion vectors are found using Full Search al-
gorithm with window size 9×9. Quantization error prevents
detecting correctly all motion vectors. The minimum block

Table 1. PSNR enhancement in dB for ideal sequences

Sequence Decoded Chen Liu Proposed

Foreman 32.72 32.82 32.63 33.50

Mobile 25.69 25.39 25.51 26.96

City 31.17 31.01 30.83 32.81

Bus 30.16 29.91 29.61 31.92

Lena 35.83 35.82 35.55 37.31

distortion has to be less than a threshold = 5000 to be a valid
motion vector for pure translation. Relation in (2) permits re-
placing high frequency DCT coef cients by a better replace-
ment with less error variance and helps reducing ringing arti-
fact. Comparing with the enhanced frames in Fig. 3(d) and
(e) using Chen and Liu methods, Fig. 3(f) has higher PSNR
and reduces more ringing artifacts near sharp edges. Table 1
validates the effectiveness of the proposed method for differ-
ent sequences in case of using quantization matrix Q.

(a) Original frame - Foreman (b) Compressed - 4Q

(c) Chen method (d) Proposed combined method

Fig. 4. Enhancement ideal case - High compression.

With higher level compression (4Q), the compressed frame
is more affected by blocking artifact as in Fig. 4(b) (28.08dB).
This artifact is reduced in Fig. 4(c) (28.60dB) with Chen
method. Due to high quantization error, the proposed method
is applied to image resulted from Chen method to get more
accurate motion vectors. The resulting image in Fig. 4(d)
(28.85dB) has less ringing and blocking artifacts.
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4.2. Enhancement in real video sequence

The proposed algorithm is applied to the City sequence, the
motion vectors are found to 1/8 pixel accuracy. Sub-pel block
matching requires interpolation for the whole frame, but the
enhanced method is only need implementing at integer pixels.
The enhanced frames in Fig. 5(c), (d) and (e) have less ringing
artifacts than the JPEG image in Fig. 5(b). The graph in
Fig. 5(f) veri es the robustness of the algorithm for the whole
sequence. The results in Table 2 show the enhancement for
both cases of quantization matrix Q and 2Q. There is only
a small enhancement in PSNR between using 1/2, 1/4 and
1/8 pixel accuracy, so half pixel ME is suf cient for many
applications. All full size images and video results can be
found at http://videoprocessing.ucsd.edu/∼dungvo/ICIP07/

(a) Original frame - Mobile (b) Compressed frame

(c) Enhanced - integer pel ME (d) Enhanced - 1
2 pel ME

(e) Enhanced - 1
4 pel ME
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Fig. 5. Enhancement for real case.

5. CONCLUSION

A post processing algorithm to improve the quality for Mo-
tion JPEG is proposed. The algorithm reduces the ringing
and blocking artifacts and is veri ed in both PSNR and visual

Table 2. PSNR enhancement for 3rd frame of City sequence

Quant. JPEG int. pel 1
2 pel 1

4 pel 1
8 pel

Q 31.18 31.62 32.19 32.44 32.48

2Q 28.79 29.47 29.87 29.98 30.00

quality. Since the proposed method uses interframe correla-
tion, it can be combined with other spatial-based methods, es-
pecially in high level compression, where ME is not accurate.
In practice, this method only requires ME that is available in
MPEG encoders. Future work will extend the results using a
more general motion model between blocks and other video
coding standards.
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