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ABSTRACT

This paper presents a novel method based on image recovery
scheme for virtual view synthesis. First, using multiple hypo-
thetical depths, we generate multiple candidate images for the
desired virtual view. The generated images suffer from blend-
ing artifacts (seen like blur) due to pixel mis-correspondence.
From these blurry images, we recover an image without ar-
tifacts (i.e. an all infocus image) by minimizing an energy
functional of unknown textures at all the hypothetical depths.
The desired image is finally reconstructed as the sum of all the
estimated textures. Simulation result shows that texture color
value exist over all the hypothetical depths (i.e. depth is not
uniquely identified for every pixel) nevertheless the desired
image can be reconstructed with adequate quality.

Index Terms— virtual view synthesis, image based ren-
dering, image recovery, energy minimization, total variation

1. INTRODUCTION

Virtual view synthesis problem using multi-view images has
recently attracted further interests in image processing com-
munity. Two main approaches to this problem are image-
based modeling and rendering (IBMR) [1] and image-based
rendering (IBR) [2]. IBMR approach first reconstructs the
scene geometry or estimate some information about the scene
such as feature correspondences. Once the scene information
is obtained, synthesizing a novel view can be easily done. It is
however generally hard to obtain scene geometry in precise.
In contrast to IBMR, IBR approach treats the view synthesis
problem as a sampling problem [3] without estimating scene
information. It samples light rays (captures multi-view im-
ages) densely enough to resample them to create novel light
rays (a novel view) without aliasing artifacts. The required
number of samples, given by the light-field sampling theo-
rem [4], is quite many for the most practical applications.
In this paper, we tackle the view synthesis problem using

an image recovery technique. The proposed method consists
of two steps. In the first step, multiple candidate images for
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the desired virtual view are generated based on multiple hy-
pothetical depths. The resultant candidate images suffer from
blending artifacts (seen like blur or ghosting artifacts). These
artifacts are due to pixel mis-correspondences arising from
the difference between the hypothetical and the actual depths.
In the second step, we recover the virtual view image

without artifacts (i.e. all infocus image) from the blurry can-
didate images. To this end, we formulate an energy functional
of unknown textures existing at the hypothetical depths and
minimize it to estimate these textures. The energy functional
consists of data-fidelity and regularization terms. The former
evaluates errors between the candidate images and the images
that we model as a linear combination of all textures with ar-
tifacts. The latter imposes smoothness of pixel values in the
final virtual image by evaluating a total variation of the image.
The virtual view image is finally reconstructed as the sum of
the estimated textures.
The minimizing process does not require feature match-

ing; hence all the estimated textures have some color value at
each pixel, i.e. the depth of each pixel can not be uniquely
identified. However the final virtual image can be recon-
structed with adequate quality as the sum of such distributed
textures.

2. PROBLEM SETTING

We set the XY Z world coordinate system in a 3D space and
assume that all cameras are arranged on the XY plane with
regularly spaced and parallel to the Z axis. In this case, the Z
axis represents depth from the cameras. Let fs,t(x, y) be the
reference image captured with the camera Cs,t at a grid posi-
tion (Xs, Yt) on theXY plane, where (x, y) is image coordi-
nate and (s, t) ∈ Z

2 is the index for both the reference images
and the capturing cameras. The distance between cameras is
Δ (= |Xs+1−Xs| = |Yt+1−Yt|).
The view synthesis problem we address in this paper is,

given a virtual cameraCv at an arbitrary position (Xv, Yv, Zv),
to reconstruct the virtual view fv using the reference images
{fs,t(x, y)}. Note that the scene geometry is not known but
we assume the depth range [Zmin, Zmax] is known.
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Fig. 1: Candidate image generation by light field
rendering based on the hypothetical depth

3. THE PROPOSED METHOD

3.1. Step 1: Generating candidate images

We generate candidate images for the desired virtual view by
using light field rendering (LFR) method [5, 6] based on mul-
tiple hypothetical depths. For simple notation, we neglect pa-
rameters Y and y, as shown in fig. 1.
Let gi(x) be the candidate image generated based on the

depth Zi, where i = 1, ..., N ; N is the number of the can-
didate images (the same as that of the depths). The image
gi(x) is computed as the weighted average of the shifted two
reference images:

gi(x) = ws · fs(x− di
s) +ws+1 · fs+1(x− di

s+1). (1)

The three image coordinates in the above equation, x, x−di
s

and x−di
s+1, are the corresponding pixel coordinates with re-

spect to the point Pi at depth Zi (see fig. 1). The displacement
di

s is calculated as

di
s(x) = (Xs − Xv + Zvx)/Zi, (2)

where focal length is normalized to be 1 for both capturing
and virtual cameras.
Two images fs and fs+1 used are selected such that their

camera position be nearest to the positionX ′
v that is the inter-

section of the line PvPi with the X axis. The weighting val-
ues ws and ws+1 are determined to be ws = |Xs+1−X ′

v|/Δ
and ws+1 = |Xs−X ′

v|/Δ, respectively. Note that ws +ws+1

= 1 holds.
It is clear that none of the generated candidate images

{gi} can be the same as the desired view fv since we assumed
the scene geometry is a plane. In the candidate images, the re-
gions appear in focus when the hypothetical depth is at their
actual depth; otherwise the regions appear blurry due to pixel
mis-matching (see images in fig. 2 (a)-(d).).

3.2. Step 2: Recovering an all-focused virtual view by
regularized variational method

3.2.1. Linear image formation model

We introduce image formation models for the candidate im-
ages {gi} and the desired all infocus virtual view fv . These
models were firstly presented in our previous paper [7]. We
follow them for the most part.
We assume that the desired all focused view fv is com-

posed of the sum of N components {ϕj} (j = 1, ..., N):

fv =
N∑

j=1

ϕj . (3)

The component ϕj is defined as the unknown texture existing
at depth Zj . No other constraints on each texture are used in
this paper, which is different from the texture model in [7].
The model of the candidate images gi is expressed by the

simultaneous equations [7]:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

g1 = h11 ◦ ϕ1 + h12 ◦ ϕ2 + · · ·+ h1N ◦ ϕN

g2 = h21 ◦ ϕ1 + h22 ◦ ϕ2 + · · ·+ h2N ◦ ϕN

...
gL = hN1 ◦ ϕ1 + hN2 ◦ ϕ2 + · · ·+ hNN ◦ ϕN ,

(4)

where hij denotes the blurring process on the texture ϕj in gi.
For i = j, hij becomes an identity operation.
Each blurring process is modeled as a spatially varying

filtering as follows. Consider the case when the scene con-
tains one plane object at depth Zj . In this case, the model (4)
is represented by

gi(x) = hij ◦ ϕj(x), i = 1, ..., N. (5)

Assuming surface property of the object plane is lambertian,
we have the relationship

fv(x) = ϕj(x) = fs(x − dj
s) = fs+1(x − dj

s+1) (6)

and substitute this into eq. (1) to obtain

gi(x) = wsϕj(x−di
s+d

j
s)+ws+1ϕj(x−di

s+1+d
j
s+1). (7)

Comparing the above equation with eq. (5) tells us that the
operation hij can be modeled as a filter whose coefficients
are the weighting values ws and ws+1 and that it is linear but
shift varying since the displacements (e.g. di

s) varie with x
(shown in eq. (2)).

3.2.2. Energy functional

We define an energy functional of textures {ϕj} as follows:

D[ϕ1, ..., ϕN ] =
∫

Ω

(
‖∇fv‖+ λ

2
∑N

i=1e
2
i

)
dx, (8)
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where Ω denotes the domain of the image space and λ is a
positive parameter. The first term in the energy functional is
the regularization term that evaluates the total variation of the
desired view fv , imposing smoothness constraint on it. The
second term is the data-fidelity term that evaluates the square
of error ei defined as

ei = (hi1 ◦ϕ1 + · · ·+ hii ◦ϕi + · · ·+ hiN ◦ϕN )− gi,

which is the difference between gi and its formation model in
eq. (4).

3.2.3. Energy minimization

Euler-Lagrange equation minimizing the energy functional
D[ϕ1, ..., ϕN ] with respect to ϕj is given as the following
partial differential equation (PDE):

div
[ ∇ϕj

‖∇fv‖
]
− λ

N∑
i=1

(
h∗

ij ◦ ei

)
= 0, (9)

where operator h∗
ij denotes the adjoint operator of hij .

We solve the solution of the PDE as the steady-state solu-
tion of the following time-evolution PDE:

∂

∂τ
ϕj = div [c(x; τ)∇ϕj ]− λ

N∑
i=1

(
h∗

ij ◦ ei

)
, (10)

c(x; τ) = min(1, 1/‖∇fv‖),
ϕj(x; 0) = gj/N,

where τ is an artificial time-variable and ϕj(x; 0) is the ini-
tial estimate for the texture ϕj(x). The final solution of the
desired view fv is given as the sum of the obtained solutions
of ϕ1, ..., ϕN .
The time-evolution PDE in eq. (10) acts as a nonlinear dif-

fusion process [8] with the conduction coefficient of c when
λ equals to zero. In addition, if c is a constant, it reduces to
the isotropic heat diffusion, which is identical to a blurring
process by Gaussian kernel. To prevent large diffusion that
causes blur in the solution, we use the conduction coefficient
c as min(1, 1/‖∇fv‖) instead of use of 1/‖∇fv‖. This is a
similar idea used in robust anisotropic diffusion [9]. The sec-
ond term in eq. (10) acts as a pseudo-inverse process, i.e. a
back projection image recovery.
Notably, the presented recovering process does not per-

form feature matching but find the combination of textures ϕj

that gives the minimum of the energy functional we define.

4. SIMULATION

We tested the performance of the presented method for the
synthetic scene that consists of a glossy sphere and a pole in
front of reflective two walls, involving reflections, shadows
and occlusions (fig. 2). The scene exists from 65 to 100 in

Table 1: PSNR improvement in each color channel of
the recovered final view after 300 terations for three dif-
ferent virtual view positions. (unit: [dB])
view point: (Xv, Yv, Zv) Red Green Blue
P1: (0.5, 0.5, -1.0) 2.36 2.07 1.86
P2: (-0.5, -0.5, -1.0) 2.24 1.82 1.44
P3: (1.5, 1.5, 2.0) 2.48 2.15 1.77

depth. For this scene, we created a set of 9x9 reference images
{fs,t} (which are 24 bits color images of 320x240 pixels).
The distance between cameras was set toΔ = 1.
Taking into account the reflected textures on the back walls,

we used four hypothetical depths at Z1=65, Z2=78, Z3=98,
and Z4=130; this range is larger than the scene depth. Z2

and Z3 were calculated as 1/Z2 = (3/Z1 + 1/Z3)/4 and
1/Z3 = (1/Z1 + 3/Z3)/4, respectively, based on the effi-
cient arrangement [4]. Four candidate images generated in
the first step from a novel viewpoint (0.5, 0.5,-1) are shown in
fig. 2 (a)-(d). In each image, the regions near the hypothetical
depth appear infocus, while other regions appear blurry and
contain ghosting artifacts.
In the second step, the discrete version of the PDE in

eq. (10) was solved iteratively. The initial solution, which
is the average of the candidate images, and the finally recov-
ered view that is the solution after 300 iterations are shown
in fig. 2 (e) and (f), respectively. Parameter λ was set to 2.
Comparison of them with the ground truth in fig. 2 (g) shows
that the presented method effectively recovers the all-focused
view with adequate quality.
As the performance measure, PSNR improvement that is

an increment of PSNR of the reconstructed image after 300
iterations are shown in table 1 for three cases of different view
points. The result shows quality is improved by around 2 dB
for all the cases.
The estimated textures ϕj after 300 interations are shown

in fig. 3. This result somewhat impressively shows that at ev-
ery pixel color value exists over all four depths not at one
depth. Nevertheless, all focused image is correctly recon-
structed as the sum of these textures. This follows the fact that
depth of uniform regions do not need to be uniquely identified
but depth of non-uniform (texture) regions should be.

5. SUMMARY

In this paper, we have presented a novel view synthesis method
based on image recovery scheme. Generating multiple candi-
date images and using them as initial estimates, we recover
the desired image without artifacts by the regularized varia-
tional method, not requiring feature matching.
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(a) g1 (b) g2 (c) g3 (d) g4

(e) The initial estimate (f) The final reconstructed image (g) The ground truth

Fig. 2: Simulation result. (a)-(d): generated candidate images; (e)-(g): comparison between the initial estimate,
the finally reconstructed image after 300 iterations, and the ground truth.

(a) ϕ1 (b) ϕ2 (c) ϕ3 (d) ϕ4

Fig. 3: Obtained texture components ϕj after 300 iterations. Intensity values are multiplied by 4 for visibility.
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