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ABSTRACT
This paper introduces a head pose estimation system that lo-

calizes nose-tip of the faces and estimate head poses in images

simultaneously. After the nose-tip in the training data are

manually labeled, the appearance variation caused by head

pose changes is characterized by tensor model. Given im-

ages with unknown head pose and nose-tip location, the nose-

tip of the face is localized in a coarse-to-fine fashion, and

the head pose can be estimated simultaneously. We evalu-

ated our system on the Pointing’04 head pose image data-

base with 50% of the data as training set and the rest as test-

ing set. With the nose-tip location provided, our head pose

estimators can achieve 94% head pose classification accu-

racy(within ±15o). With nose-tip automatically localized, we

achieves 85% nose-tip localization accuracy(within 3 pixels

from the ground truth), and 81% head pose classification ac-

curacy(within ±15o).

Index Terms— Head Pose, Tensor, nose-tip localization,

pointing04

1. INTRODUCTION

Locating human faces and determining head pose from image

is one of the most important components for human computer

interaction systems. Knowing the location of human face and

its orientation allows the computer to determine human iden-

tity and focus of attention in the scene. In [1], the importance

of nose detection and tracking is discussed for Human Com-

puter Interaction(HCI) purpose.

For images(videos) in which human head/face has high

resolution, the facial features(i.e., eyes, noses, and mouth)

can be extracted, and head poses can be estimated with as-

sumption of human face symmetry[2]. For faces in lower res-

olution images, facial features are hard to detect and track.

People tend to consider the pose estimation as a classification

problem. In [3], a comparative study of several coarse head

pose estimation algorithms was carried out. It was found the

neural network head pose classifier outperforms MAP classi-

fiers in image of very low resolution, i.e. head images of size

8 × 8.

This research was funded by the U. S. Government VACE program.

In [4], the Pointing’04 head pose database was made pub-

lic. A number of research groups reported the performance of

their head pose estimation systems on this set of data. Wu[5]

proposed a two-level approach for estimating the head pose

but with nose tip manually localized for the purpose of re-

moving errors from misalignment. At lower level, the image

is down-sampled and Gabor wavelet features are computed.

The head poses are then classified by majority voting on the

classification results based on KDA and PCA subspace mod-

els. 90% accuracy was achieved for head pose estimation er-

ror less than 15 degree. At higher level, the head pose is fur-

ther refined in a window of 3 by 3 neighboring poses(within

15 degree) by Bunch Graph Analysis. In [4], the face area

is obtained by color segmentation and head poses (only pan

angles) are estimated based on face symmetry after the eyes

are localized based on robust features. They achieved mean

pose error less than 15 degree when the absolute head pan

angle is less than 45 degree. In [6], faces are first local-

ized by skin color segmentation and edge detection, and the

poses are estimated by ANN classifier. The data is divided

into 80% for training, 10% for cross-validation and 10% for

testing. Their system achieved average pan error 9.5 degree,

average tilt error 9.7 degree, 52% for pan accuracy and 66%

for tilt accuracy. Similar performance of a similar ANN head

pose classifier was also reported in [7]. Along the direction

of ANN classifier for head pose estimation, Gourier[8] devel-

oped a auto-associative memories based on Winodrow-Hoff

learning rule. They achieved a precision of 10.3 degrees in

pan and 15.9 degrees in tilt with Jack-Knife(leaving-one-out)

partition of the training and testing data.

In this paper, we introduce our system for automatic local-

izing the nose-tip of human face in studio quality images and

estimate the head poses using tensor techniques[9]. With this

tensor technique, we are able to do coarse-to-fine search in

the image and locate the nose-tip and estimate the head pose

simultaneously.

In section 2, we describes the basics of Tensor analysis

and the Tensorposes model generated from pointing04 head

pose database. In section 3, we describe the framework of our

system. In section 4, we shows the performance of our system

on Pointing04 image data set for nose-tip localization and for

head pose estimation. Section 8 concludes with discussion of
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the performance of our system.

2. ESTIMATING HEAD POSE BY TENSORPOSES
MODEL

Vasilescu [10] proposed to do higher order multi-linear analy-

sis of image ensembles. The multi-linear analysis of facial

image ensembles leads to so-called TensorFaces representa-

tion. While classification by tensor of unlabeled testing data

was based on brutal-force nearest neighbor search of candi-

date coefficients across different modes in previous works,

[9] proposed a rank-1 factorization approach so that the co-

efficient vectors in different modes of an unlabeled test image

can be inferred simultaneously.

2.1. Tensor Basics[10]

An order-N tensor is the N dimensional generalization of a

1-D vector and a 2-D matrix. Denote a order-N tensor as

A(A ∈ RI1×I2×...×IN ), and the element of A as ai1i2...iN
,

where 1 ≤ in ≤ In, the mode-n vector A(n) is a matrix of

size In × (I1...In−1In+1...IN ) flattening from the tensor by

concatenating the column vector in mode-n row-wise. The

n − rank of A is defined as the rank of the mode-n vectors:

Rn = rank(A(n)).
The product of a tensor A ∈ RI1×I2×...×IN and a matrix

U ∈ RJnIn in mode-n can be denoted as A ×n U , which is

a tensor in RI1×I2×...Jn...×IN . The following properties are

worth noting:(1) A×m U ×n V = A×n V ×m U ; (2)(A×n

U)×n V = A×n V U ; (3) B = A×n U ⇐⇒ B(n) = UA(n).

Similar to matrix SVD, N-mode SVD orthogonalizes the

subspaces in each mode and decomposes the tensor as the

mode-n product of N orthogonal subspaces,

D = Z ×1 U1 ×2 U2 ×3 ... ×N UN (1)

Tensor Z is called core tensor. Unlike the singular value ma-

trix in matrix SVD, Z does not have a simple, diagonal struc-

ture. Mode matrix Un contains the orthonormal vectors span-

ning the column space of matrix D(n). Therefore an straight-

forward solution of N-mode SVD is as follows:

1. For n=1,2,...,N, compute the SVD of the flattened ma-

trix D(n), let Un be the row eigen-space.

2. Solve for the core tensor

Z = D ×1 UT
1 ×2 UT

2 ×3 ... ×N UT
N (2)

2.2. Tensorposes

Pointing04 head pose database[4] contains 2 sets of 93 head

pose pictures for 15 subjects captured under different illumi-

nations and scales. The 93 head poses includes combinations

of 13 pan poses and 7 tilt poses, together with two extreme

cases with 0o pan angle and ±90o tilt angle respectively. Fig-

ure 1-(a) shows the pictures of one subject with the 93 head

poses and Figure 1-(b) shows the 15 subjects with 45o head

pan angle and 0o tilt angle. Figure 1-(b) also indicates that,

there exists inconsistency between the appearances and the

head poses, as the appearance of some subjects looks more

like a pose of 90o pan angle.

(a)93 poses (b)15 persons

Fig. 1. Two views of the Pointing ’04 head pose image data-

base

We take the first set of images as training data. After

the nosetip locations are manually labeled, we cropped im-

age patches of size 18 by 18 at nose-tip after reducing illu-

mination variations by Laplacian filtering[11]. As there are

15 subjects, if we ignore the two extreme head poses with tilt

angle 90o and −90o (which can be modeled by PCA as spe-

cial cases), the rest head pose images can be arranged into a

tensor of size 314 × 15 × 13 × 7.

As the tensor data illustrates a multi-linear structure of the

appearances resulting from the confluence of person identity,

pan angle and tilt angle, the image tensor D can be decom-

posed into these factor coefficients by N-mode SVD as fol-

lows.

D = Z ×1 Upixel ×2 Uperson ×3 Upan ×4 Utilt (3)

where Z is the core tensor, and Upixel, Uperson, Upan, Utilt

are mode matrices that span the space of pixel, people iden-

tity, pan angle, tilt angle variations respectively. Given an

new input image d, the coefficient vectors cperson, cpan, ctilt

can be retrieved simultaneously by projecting d in the tensor

subspaces Z ×1 Upixel[9].

Consider a tensorposes subspace constructed as

Bpose = Z ×1 Upixel ×3 Upan ×4 Utilt (4)

According to [10], Bpose is a multi-linear representation of

PCA subspaces for the head poses. Intuitively, a new face

d at certain pan and tilt angle can be reconstructed by the

subspace in Bpose of the same pan and tilt angle, i.e., dT =
Bpose ×2 cT

person ×3 cT
pan ×4 cT

tilt where cpan and ctilt are

boolean vectors with vector elements for the corresponding

head pose being set to 1, and cperson contains the projection

coefficients in the appearance subspace of the corresponding

pan and tilt pose angle in Bpose. This is illustrated in Fig-

ure 2. The left most layer of Bpose shows the mean faces

for the PCA subspaces at each pan and tilt angles, and along

IV - 514



the column toward the depth direction at each pose shows the

eigenfaces that span the appearance variations caused by the

15 different subjects. In [9], a rank 1 tensor factorization for

obtaining cperson, cpan and ctilt was proposed for Multilinear

Independent Component Analysis(MICA), we found it works

perfectly well for the Tensorposes model. With cpan and ctilt,

the head pose of image d can be inferred as follows(proof in

[12]):

p̂ = argmax{cpan}
t̂ = argmax{ctilt}

Fig. 2. Tensorposes factorization

We can further reconstruct d̂ from the tensor model as

d̂T = Bpose ×2 cT
person ×3 cT

pan ×4 cT
tilt. The distance from

the input image d to the pose tensor model is computed as

D(d,B) = 1 − corr(d, d̂) (5)

We utilize this measure to localize the nose-tip in the test im-

age.

3. THE SYSTEM FRAMEWORK

Based on the tensor technique, we developed a system to au-

tomatically localize the nose-tip and estimate the head poses.

As shown in Figure 3, the training stage involves building

the tensorposes model using labeled data. When testing im-

age is provided, we first do skin color segmentation to locate

the face area, then hierarchical Laplacian filters are applied to

reduce illumination variations. The nose-tip of the subject’s

face is then searched in a coarse-to-fine manner and the head

pose can be estimated simultaneously.

The skin color segmentation model was built in RGB space

based on [13]. We segment the skin color region using Ostu’s

adaptive threshold in both coarse and fine resolutions. Mor-

phological open/close operations are carried out to eliminate

outliers and the holes in the segmented area is filled. Finally

the segmentation is obtained by AND fusion of the segmen-

tation in both coarse and fine resolutions. Some random skin

color segmentation results are shown in Figure 4.

Fig. 3. The framework

Fig. 4. Skin color segmentation

The Laplacian pyramid is computed by differencing the

adjacent levels of a Gaussian pyramid that is built by repeat-

edly smoothing and down-sampling. By experiments, we em-

pirically chose to do pose estimation at Laplacian pyramid

level 2 and level 3 with image patch size 25×25 and 18×18.

We first scan through the face area segmented by skin

color model pixel by pixel in Laplacian pyramid level 3 us-

ing Tensorposes model, obtain 10 nose-tip location candidates

according to Equation 5. We then find the best match in the

neighborhood of these nose-tip candidates in Laplacian pyra-

mid level 2. Denote the candidate nose-tip locations lci and the

estimated head pose as (pc
i , tci ) with distance measure Dc

i in

pyramid level c at location i (c = 2, 3; i = 1..10), the optimal

nose-tip location, and head pose can be determined as

argminl,p,t{C(|p3
i −p2

i |, |t3i −t2i |)+αD3
i +βD2

i +γ‖l3i −l2i ‖}
(6)

with C(·) as a cost function for the pose differences, and α, β,

and γ as blending coefficients. The intuition is that the head

poses estimated at different Laplacian pyramid levels should

be consistent at the true positive nose-tip location, and like-

wise, the distance between the nose-tips estimated across dif-

ferent resolution should be small, and the tensorpose distance

measures at the two pyramid levels should be small.

4. EXPERIMENTS

4.1. Nose-tip Localization Accuracy

We trained our system with the first set of the Pointing’04

dataset[4] after the nose tips are manually marked. The nose

tips in the second set are also marked as ground truth. The

histogram of the nose tip localization error(in pixel at pyra-

mid level 3) for the second dataset(1395 images) is shown in

Figure 5. The algorithm achieved 89.38% localization accu-

racy with error tolerance of 3 pixels.
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Fig. 5. The histogram of the nose-tip localization error

4.2. Pose estimation

We evaluated the pose estimation performance of our algo-

rithm on second set of Pointing04 pose database with nose-

tip localized both by hand and by the proposed system. Table

1 summarizes the results. Our performance is evaluated by

using the first set of the Pointing04 pose data(50%) as train-

ing set and the second set(50%) as testing set with the sub-

jects unknown. Comparing to the evaluation results of pose

estimation algorithms based on ANN techniques, their per-

formances were evaluated by splitting the data using leaving-

one-out strategies[6] [7][8] (which usually take the majority

of the data as training set, i.e. 80% of the data as training

data, 10% as testing data and 10% as evaluation data in [6])or

by supposing the subject identity is known[8]. This indicates

that, our algorithm can generalize better for estimating head

pose of unknown users in unknown environments.

Metric\Localization method Manual Automatic

Average Pan error 5.01o 12.28o

Average Tilt error 4.37o 11.37o

Pan Classification 73.04% 55.43%

Tilt Classification 81.47% 64.00%

Pan Classification (within ±15o) 96.26% 87.76%

Tilt Classification (within ±15o) 94.48% 82.77%

Table 1. Evaluation on head pose estimation by man-

ual/automatic nose-tip locations

5. CONCLUSION

In this paper, we introduced our system for automatic nose-

tip localization and head pose estimation in images based on

Tensorposes model. The experiment results show that, our

nose-tip localization algorithm achieves 88.28% accuracy(for

within 3 pixels error tolerance), and 83%-87.76% pose esti-

mation accuracy. Comparing to the past pose estimation al-

gorithms based on ANN techniques, our system is evaluated

with a more challenging data splitting strategy and achieves

better generalization capability.
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