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ABSTRACT

Simultaneous support of multiple video streaming sessions over
a shared wireless network requires careful resource allocation to
achieve high utilization while dynamically adapting to network and
video fluctuations. We propose a distributed algorithm for channel
time allocation among multiple video streams, and investigate sev-
eral heuristic packet pruning schemes for rate adaptation of high-
definition (HD) video streams. Simulation results are presented for
streaming multiple HD video sequences over an 802.11a network.
In comparison with TCP-Friendly Rate Control (TFRC) and a basic
scheme without rate adaptation, it is shown that the proposed scheme
can sustain higher video quality with lower packet delivery delay.

Index Terms— distributed channel time allocation, rate adapta-
tion, HD video streaming, wireless networks

1. INTRODUCTION

With decreasing equipment cost and increasing data rate achieved by
recent wireless networking technologies, the prospect of supporting
multiple high-definition (HD) video streaming sessions over a wire-
less home media network gives rise to many attractive applications,
as well as numerous technical challenges. The design of such a sys-
tem needs to address the unpredictable nature of wireless commu-
nication channels, while meeting the high data rate and low latency
requirements of media streaming. In addition, careful rate allocation
is needed to prevent multiple simultaneous video streaming sessions
from congesting the shared wireless network. The utility of the al-
located rate is also different for streams with different contents: the
same rate increase may impact a sequence containing fast motion
rather differently than a head-and-shoulder news clip. Rate alloca-
tion should therefore maximize total utility across all streams in the
network, preferably in a distributed manner.

Multi-user rate allocation is an important and well-studied prob-
lem. Practical solutions such as TCP congestion control [1] and
TCP-Friendly Rate Control (TFRC) [2] are widely used over the
Internet. A mathematical framework of multi-user rate allocation
is presented in [3], where the authors also analyzed two classes of
distributed solutions, corresponding to the primal and dual decom-
position of the optimization objective. In wireless networks, adap-
tive transmission techniques are typically used to protect the video
stream against the time-varying channel [4]. When multiple streams
are involved, centralized channel time allocation among multiple
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wireless stations has been investigated in [5] and [6]. Distributed
algorithms have also been proposed, using rate-distortion (RD) op-
timized packet scheduling in [7] for rate allocation among streams
sharing a bottleneck link, and using the subgradient method in [8]
for streams competing over a wireless mesh network.

In this work, we focus on multiple HD video streaming sessions
sharing a common wireless home network. Even though the video
streams may traverse disjoint single-hop links, their rates need to
be jointly optimized, as they compete for transmission opportuni-
ties over the shared wireless radio channel. In particular, wireless
links may experience different channel conditions, resulting in dif-
ferent link speeds. As a consequence, the same allocated rate over
a fast link would result in lower fraction of channel time than over
a slow link. The rate allocation problem is therefore more conve-
niently formulated in terms of channel time allocation, with the goal
of minimizing total distortion of all streams sharing the network. We
present a distributed protocol for solving this problem, by allowing
cross-layer information exchange between the MAC and application
layers. To avoid the complexity of transcoding HD video streams,
rate adaptation is achieved via pruning encoded packets. Several can-
didate RD-based and heuristic packet dropping patterns are investi-
gated in terms of their computational complexity and RD efficiency.

The rest of the paper is organized as follows. We present the
multi-user channel time allocation problem in Section 2, together
with a distributed solution based on subgradient method. Section 3
explains the procedures for adapting the video rate via packet prun-
ing, and compares the performance of several candidate pruning
schemes. Simulation results of multiple HD video streams over a
wireless 802.11a network are discussed in Section 4.

2. CHANNEL TIME ALLOCATION

Consider N video streams sharing a common network. Each
Stream i travels over a single-hop connection with effective chan-
nel bandwidth Ci, defined as the maximum data rate achieved over
that link, without contention from any other link in the network. The
distortion-rate trade-off of the stream is characterized by Di(Ri),
which may vary for each stream and needs to be updated over time.
The goal of channel time allocation is to assign a fraction of chan-
nel time si to Stream i, with average rate Ri = siCi and distortion
Di(Ri), so as to minimize total video distortion:

min
PN

i=1 Di(siCi), (1)

s. t.
PN

i=1 si < γ (2)

si > 0, i = 1, . . . , N (3)
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where γ < 1.0 is an over-provisioning factor to prevent network
congestion.

The optimization problem can be readily solved in a distributed
manner using the subgradient method [9]. Given current observation
of its own video distortion-rate trade-off Di(Ri) and effective link
bandwidth Ci, each user updates its channel time allocation factor
si such that:

si = arg min
s

Di(siCi) + λsi. (4)

In (4), λ corresponds to the variable of the dual function of the ob-
jective in (1). It is updated according to:

λ = λ− μ(γ −
NX

i=1

si). (5)

The update step size is modulated by a scaling factor μ that decreases
over time, and is proportional to the excess of total allocated channel
time with respect to the constraint γ. Intuitively, the variable λ can
be understood as a shadow price that helps to regulate the channel
time allocation: if the total channel time exceeds the limit γ, the
price increases accordingly, resulting in reduced si for each stream
according to (4).

Implementation of such a scheme in a practical protocol relies on
cross-layer information exchange between the MAC and application
layers. The effective channel bandwidth Ci for Stream i is measured
as:

Ci = αCprev
i + (1− α)

Bi

T i

, (6)

by logging average packet size Bi and average delivery time T i

at the MAC layer, including the overhead of header and ACK
transmissions, as well as retransmissions in case of packet losses.
In (6), Cprev

i denotes the previous instantaneous estimate, which is
smoothed over time with the value of α empirically chosen at 0.95.
At the application layer, each sending node advertises its intended al-
location si = Ri/Ci and the value of λ in the video packet header,
so that other nodes can overhear such information, and keep its value
of λ in sync with the stream bearing the smallest index. Note that si

is updated upon the transmission of every packet at each node, there-
fore convergence is fast, due to frequent packet transmissions in HD
video streaming.

3. VIDEO RATE ADAPTATION

In order to avoid the complexity of transcoding high-definition (HD)
video sequences, we choose to perform rate adaptation by packet
pruning, i.e., dropping encoded video packets according to pre-
determined omission patterns within each group of pictures (GOP).
Rate Rk of a GOP under omission pattern ok is calculated by sum-
ming over all transmitted packet sizes:

Rk =
1

TGOP

X

l/∈ok

Bl, (7)

where TGOP denotes time duration of one GOP during encoding.
Distortion Dk is the empirical mean-squared-error measured from
decoding the video sequence without the packets in ok. By varying
over different omission patterns, a collection of RD trade-off points
{(R1, D1), (R2, D2), . . . , (RK , DK)} can be obtained.

Determination of the omission patterns in a rate-distortion opti-
mized manner would require trial decodings of each GOP with all
possible combinations of packet drops. The computational complex-
ity is therefore prohibitive, especially for HD video streams con-
taining hundreds of packets per GOP. Alternatively, one can derive
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Fig. 1. Rate-Distortion (left) and Rate-PSNR (right) trade-off plots
resulting from three pruning schemes for the first GOP of 30 frames
in the City HD sequence. The H.264/AVC reference codec JM10.2
is used, with maximum slice size of 1400 bytes and RTP packetiza-
tion of each slice during encoding. Packet-level error concealment is
enabled at the JM reference decoder.
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Fig. 2. Fitted Rate-Distortion (left) and Rate-PSNR (right) trade-off
curves using the Frame-based pruning scheme for the five HD video
sequences: Bigships, City, Crew, Cyclists and Harbor. The fitting is
averaged over all GOPs in each sequence.

heuristic pruning algorithms based on the distortion contribution of
individual packets, as in [7], reducing the number of trial decodings
to the order of hundreds per GOP. Also, the packet pruning order
may depend on the type of the frame each packet belongs to. Over
home media networks, the GOP structure of encoded broadcast me-
dia streams typically contains IBBP... frames. In this case, one may
choose to drop packets from B frames before omitting any packet
from a P frame. We therefore consider the following three candidate
schemes for rate adaptation 1:

• RD-based: Packets are pruned according to their individual
distortion contributions, regardless of frame types.

• RD/Frame-based: The omission patterns first include pack-
ets from every other B frames, starting from the head of each
GOP, followed by packets in the remaining B frames, and fi-

1In all three schemes, packets from I frames and the first packets of each
frame are never dropped, to ensure proper operation of the decoder.
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Fig. 3. Traces of estimated channel rate (top), common shadow price
(middle) and allocated rate (bottom) for each stream resulting from
the proposed rate allocation scheme.

nally those from P frames, starting from the end of the GOP.
Within each frame, packets of smaller distortion contributions
are dropped first.

• Frame-based: Packets are dropped according to the frame
type they belong to in the same order as in the previous
scheme. Within each frame, packets are pruned starting from
the end of each encoded frame.

Figure 1 compares the trade-off between rate and encoded video
quality obtained by the various pruning schemes, for the first GOP
in the City HD sequence. It can be observed that the Frame-based
scheme achieves almost identical rate-distortion trade-off as the
RD/Frame-based scheme. On the other hand, while the RD-based
scheme explicitly tries to minimize the distortion contributions from
dropped packets and can achieve lower distortions with mild packet
drops, as more packets need to be pruned for lower target rates, the
underlying additive distortion assumption no longer holds, yielding
even higher distortions than the other two schemes guided by frame
types. Similar results are observed in other HD sequences. We there-
fore choose the Frame-based scheme for its simplicity.

It can be further noted that the slopes of PSNR values versus
rate from the Frame-based scheme tend to have two linear segments:
the transiting knee point corresponding to where all packets from
B frames are dropped. We therefore fit the distortion-rate function
Di(Ri) accordingly, to be used in Eq. (4) for channel time alloca-
tion. The fitted trade-off curves of all five HD sequences used in our
experiments are plotted in Fig. 2.

4. SIMULATION RESULTS

We simulate in ns-2 [10] a small wireless network with 15 nodes
randomly placed in a 100m-by-100m square, all within transmission
range of each other. Each node follows the IEEE 802.11a protocol,
with a rate of 54 Mbps for payload and 6 Mbps for MAC headers and
ACK packets. A 2-state Markov model is used to characterize ran-
dom packet losses over each link, the good state (G) being successful
delivery, and the bad state (B) a packet loss. Effective channel band-
width is varied by introducing random losses according to the 2-state

Markov model with different state transitional probabilities 2.
Five high-definition (HD) video sequences of varying content

complexity (Bigships, City, Crew, Cyclists and Harbor) are consid-
ered for streaming over single-hop connections. The sequences have
spatial resolution of 1280×720 pixels, and frame rate of 60 fps. The
video sequences are encoded using the H.264/AVC reference codec
JM10.2 [12], with GOP length of 30 and IBBP... structure. Each slice
is constrained to have maximum size of 1400 bytes, and fits into
one RTP packet. Rate adaptation is achieved using the Frame-based
packet pruning scheme in Section 3. In our experiment, we choose
6 Mbps as the starting rate of Cyclists sequence with slow motion,
12 Mbps for Harbor with the most complex content, and 8 Mbps for
the rest. For each pruned version of the encoded bitstream, packet
transmission intervals are spread out evenly in the entire GOP dura-
tion, so as to avoid unnecessary bursts due to large I frames. Playout
deadline is chosen to be 500 ms. Since small ACK packets incur
much MAC-layer overheads during transmission, only one ACK is
sent per ten received packets.

Figure 3 plots the traces of estimated channel rate, correspond-
ing shadow price λ and rate allocation for three video streams: Har-
bor, Crew and Cyclists, each over a single-hop connection with
link-level packet loss rates of 8.3%, 0.0% and 5.2% respectively.
Initially, the network can accommodate one or two simultaneous
video streaming sessions at full rate, therefore the common shadow
price remains low. At the time of 40 second, the start of the third
stream Cyclists causes temporary over-utilization of total channel
time. Consequently, the shadow price is increased significantly, lead-
ing to rate reduction of all three streams. Note that convergence of
the shadow price and allocated rates is achieved within a very short
period, less than 1.0 second after entrance of the third stream, and
that the allocated rate is different for each stream, reflecting the dif-
ference in their channel qualities and video contents.

The performance of the proposed allocation scheme is com-
pared against TCP-Friendly Rate Control (TFRC) [2] in Fig. 4. Since
TFRC assumes that competing streams share a common bottleneck
queue and relies on end-to-end observations such as packet loss and
round trip delays to adjust the rates, it fails to converge when the
competing video traffic are sent over neighboring wireless links, es-
pecially in the case of abrupt changes in the network, e.g., when a
new stream joins the network or when an existing stream leaves. As a
result, the allocated rates from TFRC tend to experience greater fluc-
tuations and higher packet delivery delay than the proposed scheme.

In the next set of experiments, multiple identical video streams
are transported over parallel single-hop connections with the same
effective channel bandwidth. We then vary the number of video
streams, as well as the channel conditions (by choosing differ-
ent state transitional probabilities in the 2-state Markov model).
Figure 5 compares the decoded PSNR averaged over all video
streams achieved by the proposed scheme against the case with-
out rate adaptation. For the experiments with the Bigships sequence,
the proposed scheme can sustain 3 streams at an acceptable average
video quality of 31.2 dB with MAC-level packet loss ratio of 14.2%
and effective channel bandwidth of 25 Mbps, whereas the scheme
without adaptation fails with milder channel conditions at 27 Mbps,
corresponding to 8.3% of MAC-level packet losses. Similar obser-
vations can be made for experiments with the other sequences City,
Harbor and Cyclists.

2The state transitional probabilities pGB and pGB are fitted to a 15-
second packet delivery trace collected in [11], with MAC-level packet loss
ratio of 8.3%, average duration of 0.8 ms for the bad state, and 8.8 ms for
the good state. We then choose similar state transitional probability values,
to simulate channels with MAC-level loss ratios in the range of 3 - 14%.
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Fig. 4. Estimated channel rate (top), allocated rate (middle) and packet delivery delay (bottom) comparing the proposed scheme and TFRC.
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Fig. 5. Decoded PSNR values from the proposed scheme (solid lines) in comparison with the case of non-adaptation (dashed lines).

5. CONCLUSIONS

We investigate a distributed channel time allocation scheme for si-
multaneous streaming of multiple video sessions over a common
wireless network. Given the effective channel bandwidth over the
wireless link and the video distortion-rate tradeoff achieved by
packet pruning, each video stream can dynamically adjust its outgo-
ing rate according to the common shadow price. Simulation results
of multiple HD video streams over a shared 802.11a wireless net-
work show that the proposed rate allocation scheme converges fast
in case of abrupt changes in the network (e.g., when a new stream
joins or an existing stream leaves), and yields more stable allocation
results and lower packet delivery delay than TCP-Friendly Rate Con-
trol (TFRC). In comparison with the case without rate adaptation,
the proposed scheme is proactive in avoiding congestion, and selec-
tively drops less important packets, therefore it can sustain multiple
video streams at acceptable received video quality even with harsher
channel conditions.
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