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ABSTRACT

In this paper it is described a solution to detect wrong way
drivers on highways. The proposed solution is based on three
main stages: Learning, Detection and Validation. In the first
stage, the orientation pattern of vehicles motion flow is learned
and modelled by a mixture of gaussians. The second stage
(Detection and Temporal Validation) makes use of the learned
orientation model to detect objects moving on lane’s opposite
direction. The third and final stage uses an Appearance based
approach to ensure the detection of a vehicle before triggering
an alarm. This methodology has proven to be quite robust in
terms of different weather conditions, illumination and image
quality. Some experiments carried out with several movies
from traffic surveillance cameras on highways show the ro-
bustness of the proposed solution.

Index Terms— Video segmentation and tracking, motion
detection, traffic surveillance.

1. INTRODUCTION

In order to ensure a safe and efficient driving, it is important to
classify the behaviors of vehicles and to understand their in-
teractions in typical traffic scenarios. Until recently, this task
was performed by human operators at traffic control centers.
However, the huge increase of available cameras requires au-
tomatic traffic surveillance systems [1, 2, 3, 4, 5, 6, 7, 8].

In the last decades, one of the most important efforts in
ITS research has been the development of visual surveillance
systems that could help reduce the number of traffic incidents
and traffic jams in urban and highway scenarios. Although
there is a large number of systems based on different types of
sensors and their relative performance, vision-based systems
are particularly useful to collect very rich information about
road traffic.

The work presented in this paper is part of an automatic
traffic surveillance system [9]. The primary goal of the sys-
tem is to detect and track potentially anomalous traffic events
along the highway roads. By anomalous events it is meant
the detection of vehicles that stop on highways, vehicles driv-
ing in the lane’s opposite direction and also vehicles that are
constantly switching between lanes.

Vehicles driving on the wrong way represent a serious
threat. An immediate detection of a vehicle driving on the
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wrong direction could help prevent serious accidents by warn-
ing the oncoming vehicles (via traffic telematic systems or ra-
dio announcements) and by warning the police.

The proposed project aims at the automatic detection of
drivers circulating on the wrong way and consequently trig-
gering an alarm on the highway traffic telematic system. The
system must be robust to illumination changes and small cam-
era movements, being able to robustly track vehicles against
occlusions and crowded events.

The solution presented in the paper is based mainly on
three stages. Firstly, the orientation pattern of vehicles mo-
tion flow is learned and modelled by a mixture of Gaussians
(Learning Stage). Then, there is a Detection and Temporal
Validation using the learned orientation model to detect ob-
jects moving on the lane’s opposite direction. On both stages,
a Block Median Filtering is applied to the motion flow in or-
der to remove noisy data. The temporal validation is applied
through a kalman filter, tracking over a stack of images the
blocks marked as belonging to a driver’s wrong way event.
Finally, an appearance-based approach is used to validate the
existence of a vehicle as an object that triggers the event,
sending an alert sign in case the temporal and appearance val-
idation succeeds.

2. IMAGE MOTION ESTIMATION

The algorithm proposed in this work uses motion informa-
tion that can be provided by different motion estimation al-
gorithms. A valuable comparison of different techniques is
presented in [10]. Satisfactory results were obtained in sev-
eral experiments by applying the method proposed by Lucas
and Kanade in [11] and modified according to the work of Si-
moncelli et al. [12]. Furthermore, this optical flow estimation
algorithm also provides an objective measurement of the local
level of reliability of the motion information. Shi and Tomasi
adopted this criterion of reliability in order to evaluate the
texture properties of pictures areas, and achieved improved
tracking performances [13].

We will not go into a detailed description of the method,
but we will just report here the results of the discussion in
[10]. The reliability of the estimates for a given pixel can be
evaluated using the eigenvalues λ1 ≥ λ2 of the matrix

C =
[ ∑

x∈ΩW 2(x)I2x(x)
∑

x∈ΩW 2Ix(x)Iy(x)∑
x∈ΩW 2(x)Ix(x)Iy(x)

∑
x∈ΩW 2I2y (x)

]

(1)
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(a) (b)

Fig. 1. a) Flow chart of the traffic flow direction learning

process. b) Flow chart of the wrong way drivers detection

system here proposed.

(a) (b)

Fig. 2. Results of the Block Median Filtering. a) output of

the estimated flow with the LK Algorithm. b) block median

filtering applied to a)

where the summations are intended over a small spatial
neighborhood Ω of the pixel. W (x) is a window function that
gives more influence to pixels in the center of the neighbor-
hood, and Ix and Iy are the spatial gradients of the gray levels
in directions x and y respectively.

The method proposed in [11], [12] sets a condition λ2 ≥
δ on the smallest eigenvalue for a velocity to be evaluated;
otherwise, no velocity value is assigned to the pixel.

The result of the optical flow detection contains some dis-
turbance, which is mainly caused by motion flow discontinu-
ity regions and noise.

To reduce the disturbance and the volume of information
analysed, the image is divided into blocks of 8 × 8 pixels.
For each block it is calculated the median of the directions
obtained by the optical flow (Block Median Filtering). From
this moment on, all the references made to the movement di-
rection in the image are related to the median motion flow of
the block. Likewise, the flow detected in the image is anal-
ysed for each block instead of a pixel by pixel analysis.

3. TRAFFIC FLOW DIRECTION LEARNING

The basic idea when learning the patterns of vehicle’s motion
flow on the different lanes is that the vehicles circulating on
these, during the learning period, are moving on the correct
direction along the lane (see Fig. 1(a)).

The estimation of each lane’s motion orientation on the
image is learned through the analysis of a large amount of
frames. In our case a stack of $1000$ learning frames was
used. A Gaussian mixture is modelled to learn the image mo-
tion flow orientation of each block in the image by the analy-
sis of the vehicle’s movement.

If it is assumed that the directions of the vehicles (θ) have
a Gaussian distribution, then the direction can be modelled
by a Gaussian Mixture Model (GMM) [14], which is given
by (2). In which ωi is the prior of the Gaussian distribution
Ni with mean μi and standard deviation σi, and θ is the block
image direction of the movement. In practice, the number of
kernels was limited to a certain maximum, namely K = 3.

p(θ) =
K∑

i=1

ωiNi(θ;μi, σi) (2)

The mixture model is dynamically updated. Each block
direction is updated as follows: i) The algorithm checks if
each incoming direction angle θ can be ascribed to a given
mode of the mixture, this is the match operation. ii) If the di-
rection angle occurs inside the confidence interval with ±2.57
standard deviation, a match event is verified. The parameters
of the corresponding distributions (matched distributions) for
that pixel are updated according to

μt
i = (1 − αt

i)μ
t−1
i + αt

iθ
t (3)

σt
i = (1 − αt

i)σ
t−1
i + αt

i(θ
t − μt

i)
2 (4)

where

αt
i = τN (θt, μt−1

i , σt−1
i ) (5)

The weights are updated by

ωt
i = (1 − τ)ωt−1

i + τ(M t
i ) (6)

with M t
i =

{
1 matched models
0 remaining models

where τ is the learning rate. The non match components
of the mixture are not modified. If none of the existing com-
ponents match the direction angle, the least probable distri-
bution is replaced by a normal distribution with mean equal
to the current value, a large covariance and small weight. iii)
The next step is to order the distributions in the descending or-
der of ω. This criterion favours distributions which have more
weight (most supporting evidence) and less variance (less un-
certainty). iv) Finally the algorithm models each direction as
the sum of the corresponding updated distributions.

The main advantage of the Gaussian mixture modelling
in this situation is that it can embrace a variety of directions
for the same block, which is very useful in lanes with exits
or bifurcation, modelling also the movements of vehicles that
are changing between lanes.
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(a) 100thframe (b) 200thframe

(c) 600thframe (d) Filtered result

Fig. 3. a), b) and c) three frames showing the evolution of

the orientation pattern modelled by the first Gaussian of the

GMM on a highway scenario. d) the result of the learning

process after the model weight filtering.

The number of necessary frames to obtain a correct es-
timation of the GMM’s depends on the number of vehicles
circulating on the road. Obviously, if there are no vehicles
circulating in one of the lanes, the direction of that lane will
not be learned.

4. WRONG WAY DRIVERS DETECTION

In this section it is described the methodology used to detect
and validate the vehicles circulating in the wrong way (see
Fig. 1(b)). In each new frame the optical motion flow is com-
puted and and the median of the flow direction for each blocks
are calculated. An object is defined as circulating in the wrong
direction when the difference between both the direction of
the flow in the present frame and the estimated means of the
corresponding block learned are larger than 2.57σ for the 99%
confidence interval.

It is possible, due to the vibration of the surveillance cam-
era pole and noisy motion flow estimation, that a vector or
a set of vectors of flow are detected even if there is no real
motion on those blocks of the image. Thus, it is necessary
to validate all the objects detected in the wrong way before
trigging an alarm. Two types of validation were used, namely
a temporal validation, to verify if the detected objects make
a coherent trajectory, and an appearance-based validation, to
check if that object is really a car.

4.1. Temporal Validation

The temporal validation consists of tracking all the objects de-
tected as circulating on the wrong side of the road and verify
if they appear in consecutive frames. If an object is detected
more than n times in m consecutive frames and makes some
coherent trajectory, then it will be considered as an object cir-
culating on the wrong side of the road, namely n = 4 and
m = 6. A second order Kalman filter is used to track and
predict the position of the vehicles in consecutive frames.

When there is a flow detected with a different direction
from that of the learned motion model, a new tracker is ini-
tiated. The object image position, P , is given by the center
of mass of all neighbor blocks detected as being part of an
object moving in a wrong direction. The velocity, ν, of the
object is obtained in 2 parts: the direction is obtained as the
median of the direction of all grouped blocks, and the module
is computed by the average motion of all grouped blocks.

The m frames used for temporal validation are stored and
used in the appearance-based validation.

When tracking the object it is only necessary to save P ,
ν, and the area of the grouped blocks.

4.2. Appearance-based Validation

The appearance-based sub-system here described receives as
input all sub-images where a flow has been detected in a given
input frame and verifies if it is a car or a false positive.

This sub-system uses a set of Haar-Like features to extract
the information from the given image. The detection of the
objects is performed using these features as an input to an
AdaBoost classifier. The main goal of this learning algorithm
is to find a small set of Haar-Like features that best classifies
the vehicles, rejecting most of the background objects, and
to construct a robust classifier function [15]. The detection
of the objects is done by sliding a search window through
each sub-image and checking whether an image region at a
certain location is classified as a car. Initially, the detecting
windows is of the same size of the classifier (30 × 30), then
the window’s size is increased by
beta until the size of the window is equal to the sub-image
size (β = 1.05).

The appearance-based validation is carried on after the
temporal validation. In order to validate an object as a ve-
hicle it should be positively classified at least q times in m
consecutive frames. A value of q = 4 was used.

5. EXPERIMENTAL RESULTS

The system described in the paper was tested by using a real
set of image sequences from highways traffic surveillance cam-
eras with different weather conditions, illumination, image
quality and fields of view.

This set of image sequence is composed by real and sim-
ulated wrong way events. In fact, in some of the simulated
video sequences the vehicles were not circulating on the wrong
side of the road. These situations are scarce and it is difficult
to obtain videos of these events when they happen.

One good way to test the system is to increase all direc-
tions learned during the trainning phase by π. With this in-
crease, all vehicles present in the road should be considered
as circulating on the wrong direction.

Two simulated situations here tested to show the results
of the proposed algorithm. In the first situation, a vehicle is
entering the highway through a exit lane, being the system
able to correctly detect the event (fig.4). The second situation
is from a set of frames of a video from a tunnel with a wrong
way driver event (fig.5).

In all the videos used to test the performance of the algo-
rithm, the driver wrong way was sucessfully detected. This
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(a) (b)

(c) (d)

Fig. 4. Detection of wrong way drivers in simulated video

sequence event. In the first three frames of the sequence, a

flow is detected in the wrong direction of the lane, because of

the vehicle entering the highway through the exit lane. This is

being validated and then , in d), it is detected as a wrong way

driver.

approach is part of a traffic surveillance system that is cur-
rently being tested in some of the Brisa’s Highway roads.

The system can detect vehicles moving in the wrong di-
rection of a lane over a 320×240 pixel image at 33 frames/s
on a 3.2 GHz P4 Intel Processor under Linux.

6. CONCLUSIONS

In this paper, it was proposed a methodology to detect vehi-
cles circulating on the wrong side of the highway using opti-
cal flow. In the learning phase, the direction of each lane is
modelled by a Gaussian Mixture. The optical flow is calcu-
lated to detect the moving objects in every frame. If the calcu-
lated direction does not match the Gaussian Mixture Model,
then a temporal and an appearance-based validation are initi-
ated. After all these procedures, if the vehicle is validated, an
alarm will be triggered.

The experiments conducted on a large number of scenes
demonstrate that the proposed system has the following prop-
erties: a)it is able to detect vehicles circulating on the wrong
side of the road with a good accuracy; b)it runs in real-time;
and c)it is robust to variation of weather conditions, illumina-
tion and image quality.
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