WINDOW-BASED IMAGE REGISTRATION USING VARIABLE WINDOW SIZES
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ABSTRACT
We present an unsupervised image registration algorithm to estimate the background object motion in a real video sequence. The algorithm is based on a Gaussian minimisation technique. It has been shown earlier that initialization of such an approach is very important to achieve the motion parameters of the background object precisely, and that the use of a windowing technique can give better background object motion estimation results, even with large background occlusions. In some cases, however, the fixed window size initializes the gradient descent algorithm in a sub-optimal way. Here, another window size would bring the desired estimation direction. In this paper, we present a technique where variable window sizes are used to prevent these outliers. Experimental results show that the technique works very well with the considered test sequences.

Index Terms— Image Registration, Global Motion Estimation, Image Warping.

1. INTRODUCTION

The estimation of global motion parameters between consecutive images in video sequences is a fundamental technique that is used in applications such as sprite generation, camera calibration, and video analysis with their further applications. The high quality of a sprite generated by accurately computed motion parameters improves the performance of the applications that rely on sprites, for example, object segmentation and sprite coding. Several work has been done in this field. The fundamentals of global motion estimation and sprite generation and its applications have been proposed in [1], [2], [3]. The window-based approach given in [4] is based on the work proposed in [3] and some improvements from [5] and [2]. The key technique is a gradient-based energy minimization method. The well-known perspective motion model is used for an accurate estimation of the camera motion. Reliable performance of the gradient descent algorithm relies on the initialization of the motion parameters. It has been shown that operating on image pyramids brings better performance and lower computational complexity to the whole algorithm [3],[5]. Phase correlation is often used to initialize the translational motion parameters [1], [4].

The difference between the approach proposed in [4] and recent work is the use of windowing. On each pair of the input images windowing is performed at the coarsest level of the pyramid, and the phase correlation method and a gradient descent algorithm are then applied. The coordinates of the best window match are taken for further calculation during the upper stages of the pyramid. The goal of this technique is to initialize the gradient descent algorithm at the finest stage so that it calculates the motion of the background object exactly without distortion by any foreground objects. This approach often works with a static window size, and provides good results with the test sequences. However, in some cases outliers occur during the calculation over a whole test sequence, where the choice of an inappropriate window size leads to poor initialization of the algorithm. This means that the gradient descent does not converge to the desired minimum corresponding to the background motion. To prevent this, a method is presented in this paper where the window size can be adapted online during the frame-to-frame calculation of the motion parameters of a video sequence. The description of this idea embedded in the recently proposed algorithm is organized as follows. In the next section the windowed image registration algorithm is introduced in more detail. The automatic window size method and the whole updated image registration are presented in Section 3. Experimental results and the evaluation are shown in Section 4. Conclusions finalize the presentation of this method.

2. FRAMEWORK OF IMAGE REGISTRATION ALGORITHMS

The approach for the development of an image registration algorithm is described next in detail. For the core technique the Gaussian energy minimization method is taken because it is widely used in the field of motion estimation using higher-order motion models. It is so-called state-of-the-art [6]. Several additional techniques are needed for an improved perfor-
formance of the whole algorithm. It has been shown in [6] that the Gauss-Newton approach performs very well if the start point is close to the desired minimum. This underlines the importance of the initialization. First, translational motion parameters have to be pre-estimated. Phase correlation is chosen for that because it is fast and robust. The achieved parameters are then included in the higher-order motion parameters (m) and the Gaussian minimization is applied. The second issue that brings better performance is the use of image pyramids. The input images are first separated in lower resolutions; three are most common. The algorithm then starts at the coarsest level and the achieved motion parameters initialize these in the upper lever until the original size is achieved. Using this the algorithm has lower computational cost and the error surface where the gradient descent algorithm operates is smaller and the minimum desired is easier to find. The whole algorithm is illustrated in Fig. 1.

There are some drawbacks, e.g. trapping in a not-desired minimum, which have to be improved. The main problem is the influence of the motion of foreground objects. Due to the operation on the whole image size it is possible that the algorithm in Fig. 1 can converge with any of the minima that occur from several moving objects. An approach to address this problem is the use of a windowing technique. It has been shown in [4] that, using windowing, the gradient descent can be forced in one direction exactly. In practice, windowing is applied at the coarsest level of the pyramid. The phase correlation method and the gradient-based error minimization method using the affine motion model is applied on each window pair. The best window match is taken for further calculation. The window size grows through the pyramid with respect to the current image size, and the gradient descent algorithm using the perspective motion model is used on the considered window pair until the original size of the input images is achieved. The input images are then up-sampled using the 7-tap wavelet filter [5]. The last step of the algorithm is the calculation of the motion parameters on the whole up-sampled input images using motion parameters of the window pair as initialization. Up-sampling is used to prevent aliasing in the warping process [7]. The window-based image registration algorithm is pictured in Fig. 2. Experimental results have shown the improvement of this approach in comparison with recent algorithms with the considered test sequences [4]. A drawback is the use of a fixed window size because outliers can be occur due to an inappropriate choice of the window size.

\[ RMSE_{diff} = RMSE_{curr} - RMSE_{prev}, \]

A threshold defines if a peak in the differential RMSE appears and the algorithm goes back and start with the second window size for the current image pair. After the calculation of the motion parameters the window size is changed to the previous size for the next input image pair. The threshold can be calculated using the variance of the differential RMSE:

\[ T = \frac{1}{N} \sum_{k=1}^{N} (e_k - \mu)^2, \]

where \( e_k \) holds the diff. RMSE-value at the point \( k \), \( \mu \) is the average, and \( N \) is the current number of the differential

---

**Fig. 1.** Core image registration algorithm (inspired by [3])

**Fig. 2.** Recently proposed image registration algorithm [4]
Fig. 3. Updated image registration algorithm

Fig. 4. Comparison of a fixed window size and variable window size at the outlier case (frame 94, “Biathlon” sequence)
can be change online during the motion parameter calculation over a test sequence. Two window sizes are considered. Further work can be done in extension to more than two window sizes for an accurate analysis of the background motion even with difficult test material. The algorithm sets up the accurate motion parameters by applications such as mosaicing and camera calibration.
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