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ABSTRACT 
 

This paper describes a blind video watermarking system 
invariant to geometrical attacks. Our scheme embeds different 
parts of a single watermark into different shots of a video under 
the wavelet domain. A multi resolution motion estimation 
algorithm (MRME) is adopted to preferentially allocate the 
watermark to coefficients containing motion. In addition, 
embedding and extraction of the watermark are based on the 
relationship between a coefficient and its neighbors. 
Experimental results show that inserting watermark where 
picture content is moving is less perceptible. Further, it shows 
that the proposed scheme is robust against common video 
processing attacks.  
 
Index Terms: Invisibility, Motion, Wavelet Network, 
Watermark Strength. 
 

1. INTRODUCTION 
 

One of the most difficult problems in digital video watermarking 
is watermark recovery in the presence of geometric attacks like 
frame shift, cropping, scaling, rotation, and change of aspect 
ratio, especially when some of these are combined together [1,2]. 
The recovery problem is compounded for video since it must be 
carried out blind due to the difficulty of storing the original. In 
this case, for the typical spread spectrum (SS) watermarking 
system, blind retrieval is performed via cross-correlation 
between the marked video and the secret pseudo-noise (PN) 
sequence used to spread the watermark at the embedding stage. 
Recovery is straightforward given perfect synchronization 
between the attacked video and the PN sequence, but is difficult 
when geometric attacks destroy the synchronization. In this case 
it is possible to perform some form of sliding correlation in order 
to re-establish synchronization i.e. multiple cross correlations 
over a specified search space. Unfortunately the search space 
grows very quickly, making it difficult to recover the watermark 
in a reasonable time.  

We have recently described a technique for video 
watermarking which combines neural networks and motion 
estimation in the wavelet domain [7]. In this paper, we propose a 
complete watermarking system that combines wavelet networks 
and motion estimation in the wavelet domain. Our scheme 
embeds different parts of a single watermark into different shots 
of a video under the wavelet domain. Each part of the watermark 
is allocated according to the motion intensity contained in the 
shot. Motionless shots are watermarked with small watermark. 
Whereas motioned shots are embedded with longer watermarks.  

A multi resolution motion estimation algorithm is adopted to 
preferentially allocate the watermark to coefficients containing 

motion. Further, a wavelet network is given to memorize the 
relationships between the coefficients in a 3x3 block. The 
watermark detection process does not require the original video. 
The multi-frame based extraction strategy ensures that the 
watermark can be extracted correctly from a very short sequence 
of video. Individual frames extracted from the video sequence 
also contain watermark information. 

The rest of the paper is organized as follows: Section 2 
presents relation between motion and visibility. Section 3 
introduces our video watermarking system. In section 4 we 
present some experimental results and section 5 concludes the 
paper. 

 
2. RELATIONSHIP BETWEEN INVISIBILITY 
AND MOTION 

 
It has been established from literature on the perception of 
motion [4] and from inspection of the watermark in video 
sequences that the relationship between the motion of an 
object and the visibility of the watermark in the object is 
shaped according to the curve in figure 1[10].  

 
Figure 1: Relation between motion and visibility 

 
When the object is at rest, the visibility of the watermark in the 
object is normal. When the object moves at a small velocity, the 
visibility of the watermark sharply increases to a level high 
above normal visibility. It remains high until the object moves so 
fast that the eyes can no longer track the object or keeps it in 
good focus.  

From that point, the visibility of the watermark decreases 
towards zero visibility. Exact data on this curve could not be 
found in literature, nor could it be established whether the 
direction of the motion is of influence on the visibility of the 
watermark. 
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3. THE VIDEO WATERMARKING ALGORITHM 
 

In our scheme, an input video is split into audio and video 
stream and only the video stream undergoes watermarking. An 
overview of the watermarking procedures is shown in figure 2. 
 
 
 
 
 
 
 
 

 
 

Figure 2: The proposed watermarking algorithm 
 
First, scene changes are detected from the video by applying 
histogram difference method [5] on the video stream. Then a 
motion activity analysis is performed to obtain a motion 
intensity repartition in the video. On the other hand, a watermark 
is divided into different parts with variable length according to 
the amount of motion contained in the shot where it would be 
embedded. Details are provided in next sub sections. 
 
3.1. Video Pre-processing 

 Our objective is to produce for each frame not only the 
coefficients containing motion, but also to track them while 
moving. To reach such a goal, a Motion Activity Matrix (MAM) 
is created to memorize for each coefficient:  its position (x, y) in 
the frame, the frame where it stops moving and its motion 
Intensity in the shot.   

Shot changes detected from the video and independent 
watermarks are embedded in frames of different shots. As shown 
in figure 4, watermark m1 is used for the first shot. When there 
is a shot change, another watermark m2 is used for the next shot. 
The watermark for each shot is chosen according to the motion 
intensity of the shot. 

Let V be a video shot composed of N frames. A Motion 
Activity Matrix is obtained for each frame according to the 
following steps:  

Step 1: Initialize Motion Activity of the coefficient (CM) to 0 
Step 2: Get the corresponding motion vector and calculate its 

norm according to the equation. 

Norm =    
Where dx and dy denote the amount of refinement. 
Step 3: If norm = 0 (the coefficient stops moving) then save the 

coefficient position, the frame where it stops moving and 
its motion activity and go to the next coefficients. 
Otherwise, update the CM of the coefficient according to 
the following formula:  

CM=CM+Norm 
And go to the next frame.  
These steps are repeated until all coefficients in the frame are 

treated. 

3.2. Watermark Embedding 

The new watermarking scheme we propose is based on Discrete 
Wavelet Transform and multi resolution motion estimation. 
Figure 3 shows an overview of our watermark embedding 
process.  
 
3.2.1. Adaptive selection of embedding regions  

Before actually embedding the watermark information, it takes 
full advantage of both intra-frame and inter-frame information of 
video content to select embedding regions adaptively and thus 
guarantees the perceptual invisibility of the watermark. In order 
to achieve such a goal, two criteria for the selection of 
embedding regions are introduced here: motion detection and 
detail detection mechanisms. 
 

 
Figure 3: Watermark embedding process 

 
On the intra-frame level, coefficients of LL i.e. low frequency 
sub-band) are not watermarked, as video energy is concentrated 
on lower frequency wavelet coefficients. If they are altered, it 
will affect perceptual quality. Furthermore, coefficients of HH 
(i.e. high frequency sub-band) are also not watermarked. It can 
make the watermark survive MPEG lossy compression as lossy 
compression removes the details of the image. Only middle 
frequency wavelet coefficients of the frame are watermarked. 
On the intra-frame level, we start by watermarking the first 
frame of the shot as a single frame. Using Motion activity matrix 
of the current fame, we select coefficients having maximum 
motion intensity (if not enough coefficients are found and using 
the embedding key K, we select other coefficients even if they 
are at rest). Moreover, in the remaining frames, we perform 
motion compensation in order to obtain the new positions of the 
watermark.  If any coefficient stops moving, we drop it form the 
list of candidates and select new coefficients from the MAM of 
the current frame using the same procedure described above. 
 
3.2.2. Watermark Embedding Strategy 

The first video frame is watermarked as a single image. First, a 
color transformation from the RGB color space to the YCRCB 
one followed by a three level DWT is performed. Then positions 
where the watermark will be embedded are selected with the 
help of a private embedding key (User Key). 

Each bit of the watermark is inserted by altering the 
coefficient value of the original image according to the 
following formula: 

if wi = 0 Then  Iw(x, y) = Max {I (x, y),  1 + } 

       Elise   Iw(x, y) = Min {I (x, y), 0 − } 

where wi is the ith bit of the watermark, I (x, y) is the original 

coefficient, Iw (x, y) is the watermarked coefficient and  is the 

embedding strength, its value determines the watermark power 
and 1, 0 are determined as follow: 

If (B(x, y) – I(x, y)) >=     Then     1 =      B(x, y)           
                                             Else      1 =      I (x, y) 
If (B(x, y) – I(x, y)) >=     Then     0 =      I(x, y)      
                                             Else      0 =      B (x, y) 

Where B (x, y) is the output of the wavelet network. Then, an 
inverse three level DWT followed by an inverse color 
transformation is performed to obtain the watermarked frame. 
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For the remaining frames, the same embedding process is 
performed but the positions of the watermark are obtained 
differently. Using motion vectors and selected coefficients in the 
previous frame, we compute the new positions of the watermark 
as follow:  
Step1: compute new position for the selected coefficients in the 

first frame by motion compensation. 
                     nx = x + dx                                            
                     ny = y + dy 
where (x, y) denotes the coefficient position in the first frame, 

(nx, ny) the new position in the current frame and (dx, 
dy) the amount of refinement. 

Step2: find coefficients that stops moving. 
Step3: replace them by new coefficients from the current   

frame. 

Using this algorithm we guaranties that the watermark is always 
carried by the same coefficient. Furthermore, if any coefficient 
stops moving, new coefficients are selected on the current frame 
and thus allowing that the watermark is always embedded in 
motioned coefficients. 

 
3.2.3. Wavelet network training 

We establish the relationship between the coefficients around a 
coefficient I by using the wavelet networks model [3]. For a 
selected coefficient I (x, y), the network is trained with its 3×3 
neighbor, as input vector and the value of coefficient I(x,y) as 
output value.   
 

 
 

We construct three layers Wavelet Network with 8, 10 and 1 
wavelet in the input, hidden and output layer respectively, and 
the Slog1 [8] mother wavelet is used for recognition. The 
wavelet network can approach the relationship and memorize it 
between the original image and the watermarked one.  

To train the network, we must feed it with data sets. Three 
approaches can be adopted: use a wavelet network for each 
frame, use a wavelet network for each shot or use a single 
wavelet network for the entire video. In our method, we adopt 
the second approach. Figure 4 illustrates how the training sets 
are generated.  

 
Figure 4: Wavelet Network Training 

 
First we compute the average frame of each shot. Then the 
resulting frame is transformed to the wavelet domain with a 
three level DWT. Afterwards; it is divided into non-overlapping 

3x3 blocks. The centre coefficient of each block is the output 
while the neighbor’s coefficients are the input. Finally we 
proceed to wavelet network training until the specified goal or 
the maximum number of iteration reached. As a result, we obtain 
a trained network, which will be used later in the watermark 
embedding process. 
 
3.3. Watermark Extraction 

 
Authorized detection of the hidden information can be easily 
accomplished by using the watermarked video and the user 
secret key. The video stream is processed to get the video 
watermark. The watermark is first extracted from the first frame. 
According to the model of wavelet network the masked 
watermark can be retrieved as follows: 

                       1      if    Iw(x, y) > Bw(x, y)                

W      =                                                                        
                  0        Otherwise 

Where Iw(x, y), Bw(x, y) are the watermarked coefficient and 

the output of the Wavelet Network, respectively.  
Using motion vectors, the new locations of the watermark 

in the remaining frames are determined. The same 
straightforward extraction strategy may be applied.  If enough 
scenes are found and all parts of the watermark are collected, the 
original large watermark image can be reconstructed.  

As an identical watermark is used for all frames, multiple 
copies of the watermark may be obtained. The watermark is 
recovered by averaging the extracted watermarks out of different 
frames. This reduces the effect if the attack is carried out at some 
designed frames.  
 

4. EXPERIMENTAL RESULTS 
 

To evaluate the performance of the new video watermarking 
scheme, several experiments have been done. They include 
frame shift, cropping, scaling, rotation, and change of aspect 
ratio. To compare with the proposed approach two other scheme 
are used. The first embeds different parts of a single watermark 
into different shots of a video and the second adopt a full video 
frames watermarking approach under the wavelet domain. A 
video clip with 300 frames of size 176x144 is used in our 
experiment. The NC is computed to be 1, which shows the 
exactly extraction.  The watermark is an 8x8 binary image. The 
experimental results are described in details in the following. 
 

4.1.  Evaluation of the PSNR 
 
The PSNR measures the signal to noise ratio of the watermarked 
video; thus, we can evaluate the video fidelity accordingly.  

Video The proposed 
Method 

Scene based 
Method 

All Frames 
Method 

Shot 1 54,3366 47,764 36,3301 
Shot 2 54,7224 48,1565 36,0595 
Shot 3 54,6589 46,874 36,9283 
Shot 4 55,0115 48,7575 36,7784 

 
Table 1: Average PSNR for different shots 

 
From the values depicted in table 1, it is clear that the proposed 
algorithm can successfully reduces the video frame distortion 
due to watermark embedding. Moreover, the fact that the 
watermark is embedded in motioned region, the perception of 
the distortion is reduced due to the proprieties of the human 
visual system in perception of motion [4] 
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4.2. Experiment with Aspect Ratio Change 
Figure 5 shows the NC values of the extracted watermarks with 
different aspect ratio. 

 
Figure 5: NC Values under Aspect ratio change 

 
4.3. Experiment with rotation attack 

Figure 6 shows the NC values of the extracted watermarks after 
a rotation with different degrees. 

 
Figure 6: NC Value under rotation attack 

 
4.4.  Experiment with resize attack 

Figure 7 shows the NC values of the extracted watermarks under 
resize and flip attacks. 

 
Figure 7: NC Values under resize 

 
4.5.  Experiment with cropping attack 

Figure 8shows the NC values of the extracted watermarks with 
different resolutions. 

 
Figure 8: NC Values under cropping 

 
Other attacks such as frame dropping and frame dropping were 
tested. In particular, the even frames the video were deleted and 

replaced with the average of the preceding and following frames. 
The watermark is still found in the newly derived (i.e., even) 
frames. 

It’s clear from the experimental results that the proposed 
algorithm is very robust against common geometric 
transformations such as rotation, horizontal flip, vertical flip, 
resize and so on. The NC values are much better in the proposed 
algorithm than those computed in the scene based and full frame 
algorithm.  The positions where to embed the watermark are 
obtained according to motion activity and not to their physical 
positions in the frame. Moreover, the wavelet network used in 
watermark embedding to memorize the relationship between 
coefficients of the same block and motioned region embedding 
enhance the performances of the algorithm. 
 

5. CONCLUSION AND FUTURE WORKS 
 

In this paper, the techniques of wavelet networks and motion 
estimation have successfully been incorporated into video 
watermarking to develop a novel watermarking for digital video. 
The proposed method has effectively employed a wavelet 
network for memorizing the relationships between the original 
video and the watermarked video. Moreover, the method makes 
the watermark imperceptible via exploiting the motion 
characteristics of the video. Finally, the experimental results -
illustrate that the method significantly possesses robustness to be 
immune against common attacks of digital video. 
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