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ABSTRACT 
This paper addresses the issue of assessing the quality of the 
clusters found by fuzzy and hard clustering algorithms. In 
particular, it seeks an answer to the question on how well 
cluster validity indexes can automatically determine the 
appropriate number of clusters that represent the data. The 
paper surveys several key existing solutions for cluster 
validity in the domain of image segmentation.  In addition, it 
suggests two new indexes. The first one is based on 
Akaike’s information criterion (AIC). While AIC was 
devoted to other domains such as statistical estimation of 
model fitting, it is implemented here for the first time as a 
validation index. The second index is developed from the 
well-established idea of cross-validation. The existing and 
new indexes are evaluated and compared on several 
synthetic images corrupted with noise of varying levels and 
volumetric MR data. 
Index Terms—clustering, cluster validity, fuzzy clustering, 
image segmentation.  

1. INTRODUCTION 

Cluster analysis is based on partitioning a collection of data 
points into a number of clusters, where the points inside a 
cluster show a certain degree of closeness or similarity [1, 
2]. It has been the subject of wide research arising in many 
application domains in engineering, business, medical, and 
social sciences. Clustering methods can be considered as 
either hard (crisp) [3, 4] or fuzzy [5, 6, 7] depending on 
whether a pattern belongs exclusively to a single cluster or 
to several clusters with different degrees. In hard clustering 
each point of the dataset belongs to exactly one cluster, a 
membership value of zero or one is assigned to each pattern, 
whereas in fuzzy clustering, a value between zero and one is 
assigned to each pattern by a membership function. 

Clustering methods [3, 7] have been successfully used 
to segment an image into a number of clusters (segments). 
However, clustering-based segmentation techniques [8, 9] 
have used several control parameters, e.g., the predefined 
number of clusters to be found or some tunable thresholds. 
These parameters should be adjusted to obtain the best 
image segmentation. The choice of values for the various 
parameters is a nontrivial task. If quantitative evaluation 
function (known under the general term cluster validity 
method) of segmentation results is applied then a choice of 
values of parameters is simpler. Many criteria have been 

developed for determining cluster validity [10] [11], all of 
which have a common goal to find the clustering which 
results in compact clusters that are well separated.

The key questions in this paper are “Can the appropriate 
number of clusters be determined automatically? And if the 
answer is yes, how?” We survey several major existing 
solutions for cluster validity starting from the oldest fuzzy 
cluster validity functions [12], the partition coefficient (PC) 
and partition entropy (PE), that were first proposed in 1974, 
up to very recently reported ones, such as the partition 
coefficient and exponential separation (PCAES) index of 
Wu and Yang [24]. We implement all those methods for the 
popular fuzzy c-means (FCM) and k-means crisp clustering 
algorithms. There are broadly extended types of these two 
algorithms in the literature. Nevertheless, validity indexes 
are considered to be independent of clustering algorithms 
[25]. Thus, we will consider only the standard FCM and K-
means clustering algorithms [6] for all validity indexes. 

In addition, we propose two new validity indexes of our 
own. The first is based on Akaike’s information criterion 
(AIC) [27]. Although AIC was extensively used in may 
other domains such as statistical estimation of model fitting, 
we employ it for the first time as a validation index, where 
the appropriate number of clusters can be determined 
automatically. The second index is developed from the well-
established idea of cross-validation [29].  The performances 
of all the existing and proposed indexes in the domain of 
image segmentation are experimentally evaluated and 
compared on several test images under noisy conditions of 
varying degrees. As segmentation of medical images is of 
particular interest in our application of cluster analysis, a 
notable characteristic of our work here is the assessment of 
those indexes on 3D Magnetic Resonance (MR) datasets.  
      The rest of this paper is organized as follows: Section 2 
presents the basics of the clustering algorithms. Several 
criteria to determine number of clusters are listed in Section 
3. Experimental comparisons are presented in Section 4. 
Finally, Section 5 gives our conclusions.      

2. STANDARD CLUSTERING ALGORITHMS 

 2.1. K-means algorithm 
 K-means clustering, also known as hard c-means 

clustering, is one of the simplest unsupervised classification 
algorithms. The procedure follows a simple way to classify 
the dataset through a certain number of clusters. The 
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algorithm partitions a set of  N vector X={ , j=1,…,N} 

into C classes c
jx

i, i=1, … , C, and finds a cluster centre for 
each class denotes the centroid of cluster  such that an 
objective function of dissimilarity, for example a distance 
measure, is minimized. The objective function that should be 
minimized, when the Euclidean distance is selected as a 
dissimilarity measure, can be described as:            
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j-th data point xj belongs to group i, and 0 otherwise. That 
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where Ri is number of data point in class ci.

2.2. Fuzzy C-means clustering method
 Fuzzy c-means clustering (FCM) is a data clustering 

algorithm in which each data point belongs to a cluster with 
a degree specified by its membership grade. Bezdek [12] has 
proposed this algorithm as an alternative to earlier K-means 
clustering. FCM partitions a collection of N vector  xi,
i=1,…,N into C fuzzy groups, and finds a cluster centre in 
each group such that an objective function of a dissimilarity 
measure is minimized. In FCM, the membership matrix U is 
allowed to have not only 0 and 1 but also the elements with 
any values between 0 and 1. This matrix satisfies the 
constrained: 
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The objective function of FCM can be formulated as 
follows: 
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where uij is between 0 and 1; i is the cluster centre of 
fuzzy group i, and the parameter m is a weighting exponent 
on each fuzzy membership (in our implementation, we set it 
to 2). Fuzzy partitioning is carried out through an iterative 
optimization of the objective function shown above, 
updating of membership uij and the cluster centers j by:
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3.  CLUSTER VALIDITY INDEXES  
In the literature, two categories of indexes can be found. The 
first category uses only the membership values, uij. The 
other one involves both the U matrix and the dataset itself. 
This section lists the indexes of both categories and proposes 
two new ones. 
3.1 Category I: Indexes involving only the membership 
values
This category includes Bezdek's the partition coefficient 
(PC) [12], the partition entropy coefficient (PE) [13] and                     
Dave's modification of the PC index (MPC) [14] to reduce 
its monotonic tendency.                                                                                 

3.2 Category II: Indexes involving the membership 
values and the dataset. 
This category includes the Xie-Beni index (S) [16],                     
the Modified Xie-Beni index (XB) [17], the I index [18],                     
the Davies-Bouldin index (DB) [19], the cluster validity 
measure (VM) [20], the Fukuyam-Sugeno index (FS) [21],                     
the fuzzy hyper volume (FHV) [22], the average partition 
density (PA) [19], the partition density index (PD) [19], and 
the separation and compactness index (SC) [23].  It also 
includes recently proposed indexes, such as the                     
partition coefficient and exponential separation (PCAES) 
index [24], the PBMF-index [25] and the compose within 
and between scattering (CWB) index [26].  

3.3 Proposed indexes

3.3.1Index Based on Akaike’s information criterion (AIC )    
AIC technique was originally proposed by Akaike [27]. 

However, different schemes based on the AIC have been 
developed and used in different applications [28]. The 
classical AIC is defined as:    

       ,             (8) 22aDAIC
where  is the number of degrees of freedom of the model, 
and Da can be equal to P from Eq.(1). The value of  is 

given by CNCC )1()(  in the case of soft 

clustering, while CNC)(  in the case of hard 
clustering. The noise level  can be estimated from                                   
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where is the maximum number of cluster, C  is the co-
dimension of the model ( =1). The smaller the AIC value 
is, the better the clustering performance for the data set. 
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3.3.2 Index Based on cross-validation (V Index)
We now propose another index for cluster validity. This 
index is based on cross-validation, which is an old, standard 
tool in statistics [29]. The data are divided into two sets, one 
used for determining the clusters and the other one is used to 
validate the obtained clusters. The underlying idea here is to 
validate them on a dataset different from the one used for 
cluster estimation. For the task of image segmentation, the 
two subsets of data can be formed in several ways. One way, 
which we will follow, is to use an under-sampled version of 
the dataset for cluster estimation and the original dataset for 
validation. In our implementation, the under-sampled dataset 
is obtained by averaging every 2 2 pixels (2 2 2 voxels for 
3D data) in the original dataset. One desirable effect here is 
that the resultant half-sized dataset contains smaller noise, 
which ought to lead to better cluster estimation.  

4.  EXPERIMENTAL RESULTS 

 The experiments were performed with several data sets. 
The first experiment consists of two simple synthetic images 
(synthetic1 and synthetic2), the first corrupted by 9% salt 
and pepper noise, and the other corrupted by Gaussian noise 
of standard deviation 20. The images are of size 142 145
pixels, as shown in Fig. 1(a), and Fig. 1(b), respectively. The 
second set includes simulated volumetric MR data consisting 
of ten classes, obtained from the classical simulated brain 
database of McGill University [30]. Two slices drawn from 
the simulated MR data is shown in Figs. 1(d) and 1(e). 

                 (a)                              (b)                               (c)                           (d)                                      
Fig.1:  Test images: (a) Synthetic 1, (b)  Synthetic 2, (c) and (d) two original slices 

from the 3D simulated data (slice 91 and slice 100). 

Note that the true number of clusters for synthetic1, and 
synthetic2 is obviously 2 and 4 clusters, respectively. For the 
3D simulated MR data, the correct number of clusters can be 
8, 9 or 10 (as two clusters are indeed a combination of some 
of the remaining eight). The fuzzy c-means and k-means 
algorithms are applied independently on each dataset, and 
the aforementioned indexes are used to estimate the number 
of clusters. The outcome of each index on the different test 
images is reported in Table I. It can be concluded from 
Table I that in the case of soft partitioning only the FHV and 
I indexes yielded the true number of clusters on the 2D 
datasets, on which the PBMF index yielded almost the 
correct number as well. However, out of the three, only I and 
PBMF indexes gave the correct number on the 3D 
volumetric dataset. On the other hand, the proposed AIC and 
V indexes yielded correct results on the 3D volume but had 
erroneous ones on the 2D datasets. 

On the other hand, in case of crisp partitioning,  one can 
read from Table I that although many indexes give accurate 
results on the 3D volume, only the I and PBMF indexes 

yield correct or almost correct results on synthetic 2D 
images. The AIC index has poor performance, while the V
index still provides accurate results on only the 3D MR data.

Table I. Number of clusters obtained by various indexes using the fuzzy c-
means and k-means algorithms 

Synthetic1 Synthetic2 3D simulated  data 

FCM K-means FCM K-means FCM K-means

Obtained number of clusters 
PD 3 2 2 2 10 2
PA 2 2 2 2 2 2

FHV 2 5 4 5 2 2
FS 5 4 2 7 6 10
PE 2 5 3 7 2 10
PC 5 5 3 7 2 10
S 2 2 2 2 2 2

XB 2 2 2 2 2 2
DB 2 4 7 5 10 10 
I 2 3 4 4 10 2

VM 2 5 2 7 2 8
AIC 5 2 7 2 10 2 
MPC 4 5 7 7 6 10
SC 2 2 2 2 2 2

PCAES 5 5 5 7 10 10 
PBMF 3 2 5 4 10 7 
CWB 3 4 3 6 3 4

V 5 5 6 7 9 10

 Furthermore, the performance of each index against 
noise is evaluated when the two synthetic images are 
corrupted with zero-mean Gaussian noise with standard 
deviation ranging from 0 to 50. Note that the results in the 
previous table were obtained for Synthetic1 corrupted with 
9% salt and pepper noise. Fig. 2 depicts the relationships 
between the number of clusters found by the several indexes 
and the noise standard deviation when the FCM algorithm is 
applied to the two synthetic images. It is clear that when 
MPC, XB, AIC and SC indexes are used, the found number 
of cluster is constant for various degrees of noise, while for 
the CWB index this relationship is unstable. As the noise 
level increases, the number of clusters obtained by the FS
index increases. The FHV, I, V, and PBMF indexes show 
inconsistent behavior between the two images.  

Analogously, on applying the k-means algorithm to the 
two noisy synthetic images, the corresponding relationships 
between the found number of clusters and noise standard 
deviation have revealed that the MPC, S, PC, XB, PA, SC, V
and AIC indexes have constant outcomes for various levels 
of noise, whereas this relationship is unstable for the CWB
and PBMF indexes.  

5. CONCLUSIONS

 In clustering, the role of a validity index is very 
important. Through the help of some indexes that measure 
the quality of clusters formed by an algorithm, it is hoped 
that the number of clusters that present an image may be 
determined automatically. We have surveyed 16 well-known 
such indexes and made a comprehensive comparison 
between these indexes for the task of image segmentation. 
We also proposed a new index based on Akaike’s 
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information criterion (AIC). In addition, a new index for the 
same task based on cross-validation has been proposed. All 
18 indexes have been assessed on 2D and 3D data corrupted 
with noise of varying levels. To the best of our knowledge, 
no such comprehensive survey and comparison has been 
reported before in literature. 

(a)

(b)
Fig.2:  The relationships between the found number of clusters and noise 
standard deviation for PBMF, CWB, MPC, SC, PCAES, AIC , FHV, S and  
PC  indexes when the fuzzy clustering is applied to (a) synthetic1 and  (b) 
syntetic2 images. 

From our experiments, one cannot conclude in general 
that a particular index would work well in all cases. But 
some cluster validity indexes may guide the selection of the 
appropriate number of clusters existing in a dataset. The I
index has shown better results in that regard. However, the 
MPC, XB, AIC and SC indexes have demonstrated better, 
consistent performance on all test images under varying 
noise levels. More experiments, however, ought to be done 
to verify these findings. This, in addition to exploring other 
useful indexes, will be the focus of our future research.  
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