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Abstract—Robotic systems have to cope with various execution
environments while guaranteeing safety, and in particular when
they interact with humans during rehabilitation tasks. These
systems are often critical since their failure can lead to human
injury or even death. However, such systems are difficult to
validate due to their high complexity and the fact that they
operate within complex, variable and uncertain environments
(including users), in which it is difficult to foresee all possible
system behaviors. Because of the complexity of human-robot
interactions, rigorous and systematic approaches are needed to
assist the developers in the identification of significant threats and
the implementation of efficient protection mechanisms, and in the
elaboration of a sound argumentation to justify the level of safety
that can be achieved by the system. For threat identification,
we propose a method called HAZOP-UML based on a risk
analysis technique adapted to system description models, focusing
on human-robot interaction models. The output of this step is
then injected in a structured safety argumentation using the
GSN graphical notation. Those approaches have been successfully
applied to the development of a walking assistant robot which is
now in clinical validation.

I. INTRODUCTION

Safety is now a major concern in many computer-based
systems and more particularly for systems in physical contact
with humans. The traditional approach to analyze the safety
of such systems is to use risk analysis methods such as Pre-
liminary Hazard Analysis (PHA), Fault Tree Analysis (FTA)
or Failure Mode, Effects, and Criticality Analysis (FMECA).
Those methods are usually based on representations of the
system such as block diagrams for functional structure, and
automata for describing system dynamics. They have proved
their efficiency for systems with well-known behavior. Un-
fortunately, that is not the case for systems such as service
and rehabilitation robots interacting with humans. Due to the
complexity of human robot interactions and lack of data con-
cerning rates of failures associated to human actions or some
system failure modes related to design faults, traditional risk
assessment techniques, such as fault trees, are inconclusive.

We propose an approach to cope with these issues through
the combination and adaptation of several well-known tech-
niques, mainly relying on model-based risk management. This
paper shows how the various methods we have developed [1],
[2], and the use of standards when applicable [3], together
constitute a consistent approach. We present the main lessons
learned from the application of the approach to the develop-
ment of a walking assistance robot. In Section II, we give
an overview of our approach and situate it with respect to

related work. The process begins by hazard identification, for
which we use a method based on UML (Unified Modeling
Language), and the guideword-based collaborative method
HAZOP (Hazard Operability) as described in Section III. Then,
in Section IV, safety demonstration is carried out through
the construction of a Safety Case focusing on interactions.
Information derived from the models is included within the
evidence provided to support the safety claims. We discuss
the validity of our approach and conclude in Section V.

The process has been successfully applied to the develop-
ment of MIRAS [4], an assistive robot for standing up, sitting
down and walking, and also capable of health-state monitoring
of the patients. It is designed to be used in elderly care centers
by people suffering from gait and orientation problems where
a classic wheeled walker (or “rollator”), such as in Figure 1(a),
is not sufficient for patient autonomy. The robotic rollator
is composed of a mobile base and a moving handlebar as
presented in Figure 1(b)(c)(d).

II. PROCESS OVERVIEW AND RELATED WORK

The generally-accepted definition of risk in the safety
domain is the combination of the likelihood of harm and its
severity [5]. Risk management is the overall activity aimed
at achieving a tolerable level or risk (see left-hand part of
Figure 2). It starts with risk analysis, in which hazards are
identified. Then risks are estimated (in terms of severity and
probability of occurrence), and evaluated to decide whether
the residual risk is acceptable, or if additional risk reduction
measures need to be implemented. It is actually rare to perform
a complete and reliable estimation of risks. Indeed, in complex
innovative systems, data about failure rates is often unhelpful.
For instance, failure rates are often difficult to assess in the
context of software and human operators. For this reason,
we propose to use an argumentation process, supported by
evidence, to justify that an acceptable level of risk has been
achieved. The question “Is tolerable risk achieved?” in the risk
management process is supported by a structured argumenta-
tion, also called a Safety Case [6], [7] (see right-hand part of
Figure 2).

When using risk management and safety argumentation,
several issues are raised including: (i) choosing the right
level of description of the use of the system in order to
manage the combinatorial explosion of hazard identification,
(ii) communication between system developers and safety
analysts, (iii) managing uncertainties about design choices or
unknown failure rates, and (iv) documenting safety analysis. To
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(a) (b) (c) (d)
Fig. 1. (a) Classic ”Rollator”, (b) MIRAS experimental robot, (c) Design with packaging (d) Prototype during clinical investigation
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Fig. 2. Risk management and safety case in our safety analysis process

cope with those issues, we base our approach on the generic
iterative risk management process, sharing models with the
development process. We chose several modeling and analysis
techniques presented in Figure 2.

Our risk analysis approach is based on a re-interpretation of
HAZOP guidewords [8] in the context of certain UML models
[9]. A similar approach has been followed in some previous
studies considering UML structural diagrams [10]–[12] and
dynamic diagrams [13]–[17]. We actually extend the results of
those studies, focusing only on use case, sequence and state
machine diagrams, in order to explore deviant behaviors during
operational life. In particular, in this paper, we show through
the application of the HAZOP-UML method to the robotized
rollator how the three types of diagrams complement each
other to identify relevant hazards.

During the development of the MIRAS robot, a list of
recommendations was issued at each step of the risk analysis
process: both UML modeling per se and the HAZOP analy-
sis gave rise to general recommendations to enhance safety.
Recommendations were fed back to the system developers at
the user level (e.g., a new procedure for sitting on a chair),
the specification level (e.g., the first prototype did not include

an integrated seat), and the design level (e.g., a heartbeat
mechanism to regularly check the state of the robot and send
an alarm to the medical staff in case of robot failure).

Once hazards have been identified, the argumentation with
a safety case is carried out using the Goal Structuring Notation
(GSN) [18]. This approach is based on expert judgement and
strongly depends on expertise level. But, as mentioned in [19],
a safety case argumentation can be built with probabilistic
models. In the case study presented in this paper, we show
how Markov models can be used to support the argumentation
with GSN.

In the following sections, we illustrate our approach by
applying it to the MIRAS robot and we summarize the main
lessons learned.

III. RISK ANALYSIS

A. Hazard identification

The risk analysis starts with the description of the system
with UML, focusing on use case, sequence and state machine
diagrams. Our approach requires use cases to be described



Fig. 3. Complete use case diagram of MIRAS project

Use case name UC02. Standing up operation

Abstract The patient stands up with the help of the robot

Precondition The patient is sitting down

The robot is waiting for the standing up 

operation

Battery charge is sufficient to do this task and to 

help the patient to sit down

The robot is in front of the patient

Postcondition The patient is standing up

The robot is in admittance mode

Invariant The patient holds both handles of the robot

The robot is in standing up mode

Physiological parameters are acceptable

Fig. 4. Example use case description for deviation analysis

textually, with 3 required fields: preconditions, postcondi-
tions, and invariants. Invariants are conditions that must hold
throughout all the use case execution. The complete use case
diagram of the MIRAS project is shown in Figure 3 and an
example of a textual description is presented in Figure 4. For
each UML use case, which can be understood as an objective
for users, there is at least one sequence diagram describing a
scenario. The sequence diagrams of interest to us are “context
sequence” diagrams, also called “system sequence” diagrams,
i.e., scenarios described only considering human actors in the
system environment and the system itself (and not all the
components of the system) as in Figure 5.

Similarly, we consider state machines that specify the
system-level behavior, and not the internal states of system
components. From our experience, these diagrams are the most
suitable for describing human-robot interactions at the start of
the development process. The limitation to only these three
diagrams has two major benefits. First, we have experienced
that they are easily understandable by non UML experts, com-
ing from the robotics and medical domains. Second, the use

of just 3 types of system-level models limits the combinatory
explosion of hazard identification using HAZOP in the next
step. Indeed, our case study led to the definition of 14 use
cases, 15 sequence diagrams, and a state machine with 10
states. This produces a considerable amount of data but it is
manageable with simple tools.

The second step is to identify hazards that can arise from
the use of the robot. HAZOP-UML adapts the HAZOP [8]
method to analyze deviations of the UML diagrams. According
to the UK Defence Standard 00-58 [20], HAZOP analysis
is the systematic identification of every deviation of every
attribute of every entity. Each deviation is a potential hazard
that can lead to a harmful event. We adapted the guideword
lists to apply them to attributes of use case, sequence and
state machine diagrams. Due to space limitation the lists of
guidewords are not presented in this paper but can be found
in [1].

Each resulting deviation defines a line of a HAZOP table.
The analyst then establishes the effect at the use case level,
and the result in the real world. The other columns of the
table guide the analyst to establish a severity level, to deduce
requirements and otherwise make remarks on that deviation.
The guidewords also integrate human error models, that are
analyzed in well-identified scenarios of use, showing also
system response, which is not the case in many human error
analysis methods (see [21]).

In the MIRAS project, the analysis of 397 possible devi-
ations led to the identification of 16 hazard classes. Table I
presents the main hazardous situations of the system, and the
number of occurrences of the considered hazards when iden-



Fig. 5. Sequence diagram for UC02 ‘Standing Up Operation”

TABLE I. HAZARDS AND THEIR OCCURRENCE IN PHA AND HAZOP-UML ANALYSES

Num Description PHA 
HAZOP-UML 

UC Seq. State 
Machine 

HN1 Incorrect posture of the patient during robot use 2" 4" 3" 4"
HN2 Fall of patient due to imbalance not caused by the robot "" 29" 27" 30"
HN3 Robot shutdown during its use 1" 2" "" 5"
HN4 Patient falls without alarm or with a late alarm "" 11" 13" 32"

HN5 Physiological problem of the patient without alarm or with 
a late alarm "" 15" 10" ""

HN6 Fall of the patient due to imbalance caused by the robot 10" 51" 37" 10"

HN7 Failure to switch to safe mode when a problem is 
detected. The robot keeps on moving "" 8" "" ""

HN8 Robot parts catching patient or clothes 3" 5" 4" ""
HN9 Collision between the robot (or robot part) and the patient 2" 14" 14" ""

HN10 Collision between the robot and a person other than the 
patient "" 5" 14" 2"

HN11 Disturbance of medical staff during an intervention "" 1" "" ""

HN12 Patient loses his/her balance due to the robot (without 
falling) 11" 1" 70" 1"

HN13 Robot manipulation causes patient fatigue 12" 1" 53" 21"

HN14 Injuries of the patient due to robot sudden movements 
while carrying the patient on its seat "" "" 3" ""

HN15 Fall of the patient from the robot seat 2" 10" 12" ""
HN16 Frequent false positive alarms (false alarm) "" "" 3" ""

 

tifying risks with a Preliminary Hazard Analysis (PHA) based
on use of checklists and brainstorming with domain experts,
and with each of the three types of diagrams investigated with
HAZOP-UML. For instance, HN11 (disturbance of medical
staff during an intervention) has only been encountered during
the analysis of the UML use case deviation analysis. HN5
(physiological problem without alarm or late alarm), which is a
quite obvious hazard, was not mentioned during brainstorming
workshops, but was identified 15 times during the analysis
of use cases, and 10 times during the analysis of sequence
diagrams. We observe that HAZOP-UML covers all hazards
identified during the PHA. We also observe that use case
and sequence diagram analyses were complementary (both
identified hazards that the other did not). The state machine
analysis did not identify any new hazards, although it did find
new deviant behaviors that induced already identified hazards.

B. Hazard severity and likelihood levels

By definition, risk estimation should consist in estimating
the severity and probability of occurrence of each potential
harm. For that, analysts need to use probabilistic or ordinal
scales. Some standards define such scales as examples, but
there are none for robotic systems used in medical applications.
Hence we collaborated with the doctors of three hospitals
involved in the MIRAS project to establish a severity ranking
scale that is suitable for the application context of the assistive
robot considered in our study. For severity ranking, we first
adapted a scale presented in [22], and asked the doctors
to estimate the severity level of the identified hazards. This
led to a redefinition of levels as presented Figure 6, adding
an important dimension, which is the loss of confidence in
the robot. Even if this is not directly related to safety, the
psychological impact on the patients and the medical staff is



Level Description
Catastrophic Leads to patient's death

Critical Leads to permanent deficiency or an injury putting in 
jeopardy patient's life

Serious
Leads to an injury (a) requiring intervention of health 
professional or (b) causing loss of patient's confidence in 
the system (with possible psychological impact)

Minor
Leads to a temporary injury (a) not requiring intervention of 
health professional or (b) causing medical staff to have less 
confidence in the system 

Negligible Causes annoyance or inconvenience

Severity Levels

Fig. 6. Severity levels

Level Occurrence frequency
Extremely Frequent ~ once a week
Frequent ~ once a month
Probable ~ once every 6 months
Occasional ~ once a year
Remote ~ once every 10 years
Improbable ~ once every 100 years
Incredible less than once every 100 years

Likelihood levels

Fig. 7. Frequency of occurrence levels

of great importance.

The second dimension of risk, frequency, was addressed
at the same time as risk acceptance levels. We proceeded as
follows: we defined three levels of acceptance according to
the ALARP principle (which states that risk must be reduced
to a level that is As Low As Reasonably Practicable [23]):
unacceptable (risk cannot be justified except in extraordinary
circumstances), tolerable (tolerable only if further risk reduc-
tion is impracticable or if its cost is grossly disproportionate
to the improvement gained) or acceptable (negligible risk).
Considering the patients’ pathologies (some cannot talk or can
hardly formulate structured sentences), it was not possible to
ask them for risk acceptance criteria, so we decided to ask
the doctors contributing to the study to assess for each hazard,
the frequency (according to the scale defined in Figure 7) at
which the investigated hazard could be considered acceptable,
tolerable or unacceptable when using a single robot in their
hospital. An example of a doctor response is given in Figure 8.

This led us to define precisely both likelihood levels and
risk levels. There were some inconsistencies between the
assessments of different doctors and hospitals, and also for
a single doctor, sometimes estimating 2 hazards with the
same severity level, but with different acceptability levels.
We had several meetings and iterations, and finally reached
a consensus. The result is presented in Figure 9. In particular,
Figure 9 shows the severity level of the hazards listed in
Table I. We chose to not present the occurrence frequencies
per hour, because this was confusing when discussing with
doctors, particularly when their estimation was at the boundary
between two levels. It is for this reason that we have so
many levels, compared to examples given in standards (3
or 5 levels in examples in [22]). It is noteworthy that the
occurrence frequencies in Figure 7 are estimated with respect
to calendar time. However, the average cumulated time of use
of the MIRAS robot is estimated to be two hours per day. This
leads us to consider that catastrophic events are “acceptable”
at a target occurrence rate of “incredible”. This rate is one
event every 100 years, which, for 2 hours of use per day, is
equivalent to 10−5 catastrophic events per hour. This is much
more than in other safety critical applications, (usually around
10−7 catastrophic failures per hour is considered acceptable).
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induced by robotic rollator 
are correctly mitigated
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New hazards found in robotic rollator use:
- HN6 : patient falls caused by the robot
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robot part) and a person
- HN8 : robot parts catching patient or clothes
- HN1a : incorrect posture of patient during 
movement (due to robot)
- HN3 : robot shutdown during use: patient is not 
assisted
- HN7: failure to switch to safe mode when a 
problem is detected, the robot keeps moving
- HN11 : disturbance of medical staff during an 
intervention
- HN16 : frequent false positive alarms

C2

The robot follows these standards:
- EU Machinery Directive 98/37/EC 
- EN ISO 11199-2:2005 (Part 2: Rollators)
- International Standard ISO/IEC 60601-1,2,4,6,8
- EN ISO 14971:2007 Medical Devices — Application 
of Risk Management To Medical Devices
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S2

Hazards found in classical rollator use:
- HN4 : patient fall without alarm or with 
a late alarm
- HN5 : physiological problem of the 
patient without alarm or with a late alarm
- HN1b : incorrect posture of patient 
during movement
- HN12 : patient loses her balance
- HN13 : patient fatigue
- HN2 : patient fall during robot use

C5

Show that risks induced 
by classical rollator are 
either correctly mitigated 
or not increased
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Fig. 10. The High Level Goal Structure of MIRAS robot

This over-estimation of the acceptable catastrophic failure rate
can be explained by the fact that the estimation was carried out
for a whole hospital service without considering the number
of robots. If the number of robots deployed in the service
is about 100 then the corresponding catastrophic failure rate
per robot would be around 10−7. Furthermore, we believe the
doctors unconsciously performed a risk/benefit analysis when
answering this question, which led them to be more tolerable
with risks. For the considered study, we used their initial
assessment because the objective was to use a single robot
during clinical evaluation, in three hospitals.

IV. RISK EVALUATION

As presented before, the answer to the question “is tolera-
ble risk achieved” should be based on a formal demonstration
or at least a well-structured argumentation.

To do this, we used the Goal Structuring Notation (GSN)
[18] and studied how HAZOP-UML outputs could be inte-
grated in the argumentation. A first goal to be assessed was
to compare the assistive robot to a classic rollator (also called
frame walker). If the robot shows higher performance from the
safety perspective compared to a traditional robot, the project
will be successful. Hence, we have set as top-goal G1 the
claim that: “The MIRAS robot is at least as safe as a classical
rollator” (Figure 10). This goal is broken down into sub-goals
through two strategies: we argue safety claims with respect to,
on one hand, risks induced by the robot technology and, on the
other hand, risks that are equally relevant to a classic rollator.

We then applied the GSN pattern defined in [24], which
simply consists in creating as many subgoals as there are haz-
ards to be addressed. In our case, we had 16 subgoals stated as
“Hazard HNx has been addressed”. Then, for all subgoals, we
identified various pieces of evidence according to the sub-goal
to be solved: test results, estimation of error detection coverage
and compensation efficiency, proof of correct implementation
of code, failure rate of physical components, compliance with
standards, etc. In our case, a list of 44 pieces of evidence to
be collected has been identified.

A specific point in our application is that our system
has many safety detection-reaction features for monitoring
the patient’s posture and health. In this context, any failure
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Fig. 8. An extract of a doctor response for risk evaluation levels elicitation
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Fig. 9. Elicited risk acceptability matrix, with hazard numbers

of such a feature is considered to be a hazard. For this we
developed a pattern that we applied several times during our
argumentation. It consists in decomposing the argumentation
that a safety monitoring function is acceptable into three
subgoals: a) there are no design faults, b) the failure rate of
the supporting hardware is acceptable, and c) the monitoring
function performance is acceptable (i.e., with an acceptable
False Positive and False Negative rates). We used this pattern
to argue about the safety of the robot functions designed for the
monitoring of patient fall, physiological problems, or posture
problems. Should any such undesired behavior be detected, the
reaction would be to put the system in a safe state and trigger
an alarm.

The robot also implements an imbalance compensation
function that detects imbalance of the patient, and compensates
with an appropriate movement (backward or forward) of the
robot. This function is designed to reduce the consequences
of patient imbalance, the worst final effect being a fall (see
hazard HN2 in Table I). Of course, we need to argue that
such a system effectively reduces the risk, and does not add
new risks (such as bad compensation). This feature is analyzed
in Figure 11 applying the previous pattern. Acceptability
can be argued through the achievement of three goals: i)
design faults are avoided or removed (G9.1) using rigorous
development methods as suggested, e.g., in the IEC 61508
standard [23]; ii) the compensation system failure rate is shown
to be acceptable (G9.2) using, e.g.,using fault tree analysis
and iii) the compensation function coverage factor (effective
detection and compensation) is shown to be acceptable (G9.3)
by testing under different patient imbalance scenarios.

To demonstrate G9, for which the acceptability criterion is
established through discussions with medical experts, we need
to demonstrate that the subgoals are satisfied, and estimate the
parameters λ and µ presented in Figure 11. We performed this
task using a Markov model [2].
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Fig. 11. Safety goal to be achieved by robot: compensate patient’s loss of
balance in time and in an efficient way

V. SUMMARY AND CONCLUSION

This paper has described our experience with applying
model-based safety analysis techniques to an assistive robot.
The main contribution has been to show how several comple-
mentary techniques can be integrated into a coherent process
in which the uncertainties induced by the complexity of such
a system are tackled in a pragmatic way.

The method has been applied to a practical case study: a
walking assistance robot.

Our method can be evaluated according to four perspec-
tives: integrability with the development process, usability,



applicability and validity.

Integrability: the UML design models for HAZOP-UML
analysis were shared with the development process. This helps
to avoid inconsistencies and supports maintainability of the
analysis. Indeed, we found it relatively easy to revise the
models following design changes, and to trace and update
corresponding hazards when necessary. Our approach allowed
safety analysis to be carried out not only at the beginning of
the development, but also during design refinement. Neverthe-
less, HAZOP-UML should not be applied to detailed UML
models because of the combinatory explosion of the number
of deviations.

Usability: the overheads of using this method in the overall
process were found to be acceptable. Apart from the modeling
that was shared between stakeholders, the main overhead was
that induced by the meetings for establishing levels for hazard
severity and frequency, and risk acceptability. Safety case
construction with GSN could also be time consuming. Indeed,
choosing appropriate argumentation strategies strongly relies
on the level of available expertise, but the structuring provided
by the method facilitated communication with the consortium
partners and allowed us to validate our choices. HAZOP-
UML and GSN (integrating Markov chains) were reasonably
manageable by hand but would be even more so with a tool
to assist traceability and result formatting. We have developed
an initial prototype of such a tool [1].

Applicability and validity: the first iteration of our risk
assessment process led to conclusive evidence that the first
prototype of the robot was not safe. Our recommendations
for risk reduction were taken into account by the robotics
experts and successfully integrated in the second prototype.
Operational hazards identified during PHA were all covered
by the HAZOP-UML analysis, which also identified additional
hazards. Even though is impossible, by principle, to judge the
completeness of any hazard identification technique, we are
comforted by the fact that no new hazards where discovered
during laboratory tests of the robots.

The GSN-based safety case was used to justify safety to
the French regulatory authority (AFSSAPS), which qualified
the system to perform clinical testing. The tests will last two
more years.
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