Integrated Vision-Based Robotic Arm Interface for Operators with Upper Limb Mobility Impairments

Hairong Jiang, Juan P. Wachs
School of Industrial Engineering
Purdue University
West Lafayette, USA
{jiang115, jpwachs}@purdue.edu

Bradley S. Duerstock
Weldon School of Biomedical Engineering and
School of Industrial Engineering
Purdue University
West Lafayette, USA
bsd@purdue.edu

Abstract—An integrated, computer vision-based system was developed to operate a commercial wheelchair-mounted robotic manipulator (WMRM). In this paper, a gesture recognition interface system developed specifically for individuals with upper-level spinal cord injuries (SCIs) was combined with object tracking and face recognition systems to be an efficient, hands-free WMRM controller. In this test system, two Kinect cameras were used synergistically to perform a variety of simple object retrieval tasks. One camera was used to interpret the hand gestures to send as commands to control the WMRM and locate the operator’s face for object positioning. The other sensor was used to automatically recognize different daily living objects for test subjects to select. The gesture recognition interface incorporated hand detection, tracking and recognition algorithms to obtain a high recognition accuracy of 97.5% for an eight-gesture lexicon. An object recognition module employing Speeded Up Robust Features (SURF) algorithm was performed and recognition results were sent as a command for “coarse positioning” of the robotic arm near the selected daily living object. Automatic face detection was also provided as a shortcut for the subjects to position the objects to the face by using a WMRM. Completion time tasks were conducted to compare manual (gestures only) and semi-manual (gestures, automatic face detection and object recognition) WMRM control modes. The use of automatic face and object detection significantly increased the completion times for retrieving a variety of daily living objects.
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I. INTRODUCTION

Previous studies have been conducted to develop wheelchair-mounted robotic manipulators (WMRMs) that provide persons with upper extremity motor impairments, such as persons with upper-level SCIs, greater autonomy and less reliance on others in retrieving and manipulating objects for activities of daily living (ADL) [1, 2, 3].

The development of WMRMs has been facilitated by the availability of commercial robotic arms emerging in the market. For instance, the Manus manipulator, produced by Exact Dynamics® is a 6 degree of freedom (DoF) robotic manipulator that can be re-programmed and mounted to a wheelchair system [4]. The JACO robotic arm developed by Kinova® is a light-weight robotic manipulator that is designed to be mounted to a motorized wheelchair to help people with upper limb impairments with ADL [5]. However, these commercially-available systems are designed to be controlled by traditional modalities (i.e. joystick), which may not be usable by operators with upper extremity motor impairments.

Prior investigations in human-computer interaction (HCI) for persons with upper extremity motor impairments or quadriplegics has resulted in alternate user input options. The greatest advances have occurred in personal computer (PC) control utilizing speech recognition, facial expression, eye tracking, and hand gesture recognition [6, 7]. However, these HCI modalities, which do not rely upon switch or joystick operation, have also been useful for controlling actuated assistive technology (AT) devices, such as driving intelligent wheelchairs. Alternate input modalities that do not require switch, button or joystick operation for directly or semi-autonomously controlling intelligent wheelchairs include speech recognition [8], gesture recognition [7], tongue movement [9], or electromyography (EMG) and electrooculography (EOG) [10].

These control modalities also have benefits for controlling robotic arms for WMRM systems, though the positioning of the robotic gripper in three-dimensional Cartesian space and prehensile manipulating of objects provide unique challenges. However, existing HCI modalities [3] as well as emerging brain computer interfaces (BCI) [11] and state-of-the-art computer vision systems have been shown to be capable controllers for WMRM systems [12, 13]. This latter work has shown that a camera mounted in the hand of the robotic manipulator provides an effective visual interface for WMRM control [2, 3, 14]. The vision-based system for the UCF-MANUS using a touchscreen interface was equivalent to other input modalities but significantly better than trackball operation [3].

We developed an upper limb gesture recognition system to control a WMRM utilizing the JACO robotic arm. Hand and arm gestures are an intuitive communication form and provide an effective HCI modality. Gesture recognition does not require sensors or other contacts to the operator’s body compared to many other HCI, such as EMG, EOG, tongue drives. Likewise, the user does not need to make contact with...
buttons, joysticks, touchscreens, or sip and puff straws allowing free arm movement during AT device control [15]. Moreover, the lexicon of hand gestures for a gesture recognition-based interface can be customized to meet the requirements of the users for certain tasks. The works in [16] have shown that gestures are a simple and intuitive modality for robotic manipulator control.

In our previous studies [17, 18], a gesture recognition-based interface was designed and developed to allow individuals with upper-level SCIs to send commands for robotic control. In this paper, we combine this gesture recognition-based interface with face and object recognition modules for subjects to more efficiently retrieve daily living objects [19] in the environment. This study allows for further investigation of this vision-based WMRM controller.

II. SYSTEM ARCHITECTURE

The architecture of the proposed system is illustrated in Figure 1. Two Kinect® [20] video cameras were employed and served as inputs for the gesture recognition and object detection modules respectively. The results of these two modules were then passed as commands to the execution modules to control the JACO robotic arm (Kinova, Inc., Montréal, Canada). Briefly, these modules are described as follows:

A. Gesture Recognition Module

The video input from Kinect camera was processed in four stages using for gesture recognition based WMRM system control; foreground segmentation, hand detection, tracking, and hand trajectory recognition stage. Foreground segmentation was used to increase computational efficiency by reducing search range for hand detection and later stage process. The face and hands were detected from the foreground which provided an initialization region for hand tracking stage. The tracked trajectories were then segmented and compared to the pre-constructed motion models and classified them as certain gesture groups. The recognized gesture was then encoded and passed as command to control the WMRM.

B. Object Recognition Module

The goal of the object recognition module is to detect the different daily living objects and assign a unique identifier for each of these objects. A template was created for each object being recognized. These templates were compared to each frame in the video sequence to obtain the best matching object. The results were then encoded and passed as commands to position the robotic manipulator.

C. Automatic Face Detection Module

A face detector [21] was employed in this module to perform automatic face detection. The goal was to provide a shortcut for the subjects to position the objects to the front of the face by controlling the robotic arm.

D. Execution Module

The robotic arm was programmed as a wrapper using JACO API under C# environment which was then called by the main program. The JACO robotic arm was mounted to the seat.
frame of a motorized wheelchair. The robotic arm was controlled by the encoded commands from gesture recognition, automatic face detection and object recognition module.

III. METHODOLOGY

A. Gesture Recognition-Based Interface

In this section, a brief introduction is provided for the gesture recognition-based interface (Figure 1, left column). A detailed description can be referred to [17, 18].

- Foreground Segmentation

Two steps were adopted in this stage to segment the human body as the foreground. In the first step, the depth information was acquired by a Kinect sensor with depth value \( D(i, j) \) for each pixel, where, \( i \) and \( j \) denote the horizontal and vertical coordinates of the pixel. Each frame was then thresholded by the depth value of each pixel. Two thresholds (\( T_{DH} \) and \( T_{DL} \)) were set to remove the pixels outside this range [18]. Only those pixels with a depth value between \( T_{DH} \) and \( T_{DL} \) were kept in a binary mask image. In the second step, the biggest region was extracted as the foreground and all the remaining blobs with a smaller area were discarded.

- Hand Detection and Tracking

Skin color detection was conducted by employing two 3D histogram models. A face detector [21] was used to remove the face region and extract the remaining two largest blobs as the hand regions. The face and hands detection results were only used to provide an initialization region for hand tracking. A three dimensional particle filter framework was employed to track the hands through all the video sequence by incorporating both color and depth information. In addition, an interaction model using motion and spatial information was integrated to the particle filter framework to solve “false merge” (when the tracker loses the object being tracked and mistakenly focuses on a different object that has higher observation likelihood) and “false labeling” (when exchange of labels assigned to objects after interaction or occlusion occurs). These problems usually occur when hands cross or overlap each other [17, 18].

- Trajectory Recognition

An eight-gesture lexicon (Figure 2) was adopted for the gesture recognition based interface [17]. The acquired hand positions from the tracking stage were then formed as trajectories and compared with the motion models of each gesture in the lexicon. The motion models were created by using the training data collected from eight able-bodied and two subjects with quadriplegia by aligning using by dynamic time warping algorithm [22]. The CONDENSATION algorithm [23] was then used to recognize the input gesture trajectories. The state \( S \) at time \( t \) was extended to be used for two hand gestures as:

\[
S_t = (\mu, \phi, \alpha, \rho) = (\mu, \phi_{\text{right}}, \phi_{\text{left}}, \alpha_{\text{right}}, \alpha_{\text{left}}, \rho_{\text{right}}, \rho_{\text{left}})
\]

where, \( \mu \) is the index of the motion models, \( \phi \) is the current phase in the model, \( \alpha \) is an amplitude scaling factor, \( \rho \) is a time dimension scaling factor, \( i \) equals to right hand, or left hand.

Each classified gesture was then passed as commands to control the WMRM. As mentioned in [14], this gesture recognition based interface can provide a recognition accuracy of 95.8%.

B. Object Recognition

An object recognition module was developed concurrently with the gesture recognition-based interface to provide more efficient operation for quadriplegic users in retrieving objects (Figure 1, right column). Each frame of the video sequences was captured by a Kinect camera. The distance of each pixel within an object from the depth sensor was mapped to intensity levels. Thus, the father the object is from the sensor, the higher the intensity is. An example of the color and depth frames is shown in Figure 3. In this figure, different daily living objects that a wheelchair user would be expected to often retrieve and bring to one’s face were tested, including a box of tissues, cordless telephone, water bottle, coffee mug, and electric shaver. In addition, these objects vary significantly in shape, size, and weight for more exhaustive testing of object recognition and robotic arm manipulation.

A Speeded Up Robust Features (SURF) algorithm was employed to recognize these daily living test objects [24]. A template with SURF features for each object was created before the object recognition process. Each frame captured by the Kinect camera was passed as input to the object recognition system. The SURF algorithm was then applied to each frame to acquire the features. These obtained features were then compared to the template features to get the best matching point pairs which were used to localize the objects (Figure 4). The label for each object was given to the matching object.

After localizing the objects, the robotic manipulator could be automatically directed to the position of the object. However, in this study we did not tackle the problem of how to grab objects for subjects to randomly choose. In terms of these
Constraints, the robotic arm needed to be fixed in a position where the object was not touched. The highest point of the object was extracted by computing the smallest value within the detected object region in the depth frame. This object recognition and localization process is called “coarse localization”. In this paper, “fine localization” for object grasping and manipulating were accomplished by hand gesture recognition-based control.

C. Robotic Manipulator Control Policies

The JACO robotic manipulator was mounted on the left side of the wheelchair (Figure 5(a)) to provide users with disabilities more capabilities to interact and manipulate the objects in the environment (Figure 5(b)). The JACO robotic arm was manufactured specifically to be mounted on wheelchairs to assist users in performing manipulation tasks. A C# wrapper was implemented using the resident JACO API to control the robotic manipulator. The JACO robotic manipulator has 6 degrees of freedom that were separated into three control modes: 3-D translation of the hand, wrist rotation, and finger grasping. During operation each mode had to be selected. Under translation and wrist control mode, three axes were controlled. Under finger control mode, two or three finger grasping could be selected. The eight-gesture lexicon in Figure 2 was used to control the system. A mapping between the gestures and the robotic control modes are shown in Table 1.

### Table I. Gesture Controls for the Robotic Arm

<table>
<thead>
<tr>
<th>Gesture</th>
<th>JACO Arm Control Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Translation (Directional hand motion)</td>
</tr>
<tr>
<td>Upward</td>
<td>Up</td>
</tr>
<tr>
<td>Downward</td>
<td>Down</td>
</tr>
<tr>
<td>Rightward</td>
<td>Right</td>
</tr>
<tr>
<td>Leftward</td>
<td>Left</td>
</tr>
<tr>
<td>Clockwise Circle</td>
<td>Forward</td>
</tr>
<tr>
<td>Counter-clockwise Circle</td>
<td>Backward</td>
</tr>
<tr>
<td>S</td>
<td>Change mode (translation to wrist)</td>
</tr>
<tr>
<td>Z</td>
<td>Change mode (translation to finger)</td>
</tr>
</tbody>
</table>

D. Integration of Vision-Based Systems

The robotic manipulator could be controlled through the integration of the gesture recognition-based interface, object recognition module, and automatic face detection. The gesture recognition controller was used to operate the robotic manipulator for fine localization. The object recognition and face detection modules were used for coarse localization of the robotic arm to the selected object and the user’s face to provide more efficient robotic arm control. This flow chart of the proposed system is described in Figure 6.

Fig. 4. Automatic Recognition of Daily Living Objects.

Fig. 5. (a) JACO robotic arm (b) Object manipulation.

Fig. 6. Integrated computer vision system flow chart.

IV. Experiments and Results

Preliminary experimentation was conducted with three able-bodied subjects to demonstrate the validity of the system. The Institutional Review Board (IRB) approval has been obtained to conduct this study. Although no subjects with upper-level spinal cord injuries were recruited in this experiment section, the gesture lexicon was constructed with three subjects with upper extremity mobility impairments and...
The gesture recognition based control system has already been evaluated with two subjects with quadriplegia [17, 18]. In this paper, we plan to test a more efficient means to operate a WMRM using the proposed optimized vision-based system. Five daily living objects (box of tissues, coffee mug, electric shaver, cordless phone and 16 ounce drink bottle) were selected as test targets to be manipulated by the vision-based system. These test objects were selected based on their variety of shapes, sizes, and weights. Two sets of performance experiments were compared. One is the “Manual” control experiment, which was to have subjects only use gestures to position the robotic manipulator to a test object, pick up the object, and position it in front of the face of the subject. The other experiment is “Semi-automatic” control, which was to perform object recognition to position the robotic arm to the top of the test objects and then use hand gestures to perform “fine positioning” and picking up the object. Then automatic face detection was used to position the object in front of the subject’s face. The gesture lexicon in Figure 2 was used in this section for robotic arm control (Figure 7).

The average task completion time (mean with variance) for object grasping was compared (Figure 8). As expected, there was a significant difference between the average task completion time of “Semi-automatic” (176.9s) and “Manual” (287.4s) control.

Average task completion time (mean with variance) for particular objects were also performed (Figure 9). There was no significant difference in task completion times among different objects. However, for the objects as cordless phone, since it needed to be grasped without touching the keyboard, the subjects may need more time to figure out a proper orientation to move towards it under “manually control”. While under “Semi-automatic” control, the robotic arm was already located above the object, so the subjects only need to rotate the robotic arm with a few operations and then move the robotic arm down to grasp the cordless phone which cost them less time.

**CONCLUSIONS AND FUTURE WORK**

This paper demonstrates the feasibility and greater efficiency of a WMRM control system that implements an integrated gesture recognition-based interface incorporating both face and object recognition capabilities.

An eight-gesture lexicon was employed and mapped to the robotic control functions. The gesture recognition-based interface provides individuals with high level SCIs a noninvasive method to control a WMRM and interact with objects around them.
The object recognition module simplified the process of robotic arm navigation and reduced the task completion time for object grasping. The face detection module provided the subjects a shortcut to move the robotic arm towards the face instead of navigating it. It was shown that this “semi-automatic” mode saves users time and labor in performing common retrieval tasks, which would be the bulk of activity for a WMRM.

However, although it may further reduce the time for individuals with SCIs to control the robotic arm, it would also reduce the freedom for the subjects to interact with the environment. An optimal solution may be the “semi-automatic” control mode, which saves time and effort for the users and at the same time provide them with more flexibility in robotic arm control for object manipulation.

Future work will include: (1) recruiting more subjects, particularly those with upper-level SCIs, (2) integrating the whole system in a more efficient and practical design for practical use for wheelchair users, and (3) improving object recognition algorithm to allow the robotic arm to grasp objects according to its functionality.
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