
 
 

 

  

Abstract—Blimp-type unmanned aerial vehicles (BUAVs) 
does not consume any energy in keeping their longitudinal 
position in the air, so their use as a platform for mine searching 
missions is anticipated. For mine searching missions, a BUAV 
must fly near the ground. Because there is severe limitation on 
the weight of equipment, such as sensors and actuators, most 
BUAVs are so-called under-actuated robots. For a BUAV to fly 
near the ground safely, a sophisticated obstacle avoidance 
algorithm that considers the kinematical constraints of 
under-actuated BUAV is needed. In developing the obstacle 
avoidance algorithm for under actuated robot, establishing a 
motion planning method is essential. To carry out applicable 
motion planning calculation for a BUAV, detail information 
about the wind velocity condition and geometry of obstacles in 
the mission environment is needed; however, it is very difficult 
to accurately estimate wind velocity distribution that is 
disturbed by the obstacles. 

In this paper, a method for estimating a rough wind condition 
near the ground considering the geometrical property of 
obstacles is proposed. The estimated rough wind condition is 
applied to the stochastic motion planning calculation based on 
dynamic programming (DP) in Markov decision process (MDP). 
The performance of the method is examined by computational 
fluid dynamical (CFD) simulation. 
 

I. INTRODUCTION 
limp-type unmanned aerial vehicles (BUAVs) can stay in 
the sky without consuming energy because they use the 
buoyancy provided by the surrounding air [19]. By 

virtue of this, BUAVs are promising platforms for mine 
search. In a mine search mission, the BUAV must fly near the 
ground, so a sophisticated obstacle avoidance algorithm is 
essential for accomplishing the mission. However, the density 
of the body of a BUAV must be equal to that of the 
surrounding air because of its use of buoyancy, and this 
causes many serious problems. One of the most serious 
problems is that a BUAV's motion is very seriously affected 
by wind. In addition, the accurate distribution of the wind 
velocity in the mission environment is usually unknown 
because the wind is disturbed by obstacles. In this situation, 
the weight and number of actuators that can be installed in the 
BUAV are limited, so most BUAVs are so-called 
under-actuated robots. The definition of an under-actuated 
robot is a robot whose motion degree of freedom is higher 
than that which can be directly controlled by  
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Fig. 1. Distribution of wind speed near the ground with obstacles in the 
Y-section (CFD calculation using e-flow by Environmental Simulation Inc.). 
 
installed actuators. In designing an obstacle avoidance 
algorithm for under-actuated robots, sophisticated motion 
planning that considers the kinematical constraints of the 
robot motion as well as the geometrical properties of 
obstacles in the mission environment is needed [1][4]. 
However, in the case of motion planning for BUAVs, detailed 
information about wind velocity in the mission environment 
is also needed before the mission. 
 One of the main research topics in developing an obstacle 
avoidance algorithm for BUAVs has therefore been how to 
manage the unknown and non-uniform wind velocity 
condition in the motion planning calculation. The author has 
proposed a method based on an application of dynamic 
programming (DP) in Markov decision process (MDP) [20]. 
In the method, the wind condition is assumed to be constant 
and uniform, and the motion of the BUAV is modeled by the 
stochastic MDP in the motion planning calculation. The 
difference between the assumed wind condition and actual 
wind condition is considered in the action decision during the 
mission. Though the approach succeeded in managing the 
complex kinematical and dynamical characteristics of the 
BUAV, the problem caused by the unknown wind condition 
had not been perfectly solved. To solve it, a rule governing 
the decision of the assumed wind velocity value in the motion 
planning calculation must be established. 
 Considering this, a method for estimating the rough wind 
condition from the geometrical properties of the ground in the 
mission environment is proposed in this paper. The wind 
condition decided by the method is applied to the motion 
planning of the BUAV based on the DP in the MDP. The 
performance of the method is examined by dynamic 
simulation of the BUAV flying over hills in a disturbed wind 
simulated by the numerical calculation of fluid dynamics. In 
this paper, the discussion focuses on the application of the 
approach to BUAVs;  
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(a) Configuration of Sky Probe-J  
 
 
 
 
 
 
 
 
 

(b) Vectoring thruster configuration of Sky Probe-J 
 

Fig. 2. Sky Probe-J. 
 
 
 

 
 
 
 

 
 

(a) horizontal motion 
 
 
 
 
 
 

(a)  

(b) longitudinal motion 
 

Fig. 3. Vehicle coordinate system. 
 
however, it can be also applied for autonomous underwater 
vehicles (AUVs) because AUVs use the buoyancy induced by 
the fluid around it and have kinematical and dynamical 
properties that are very similar to those of a BUAV 
[3][10][13]. We briefly overview the mathematical 
fundamentals of the MDP and dynamics model of BUAV in 
section II. Then, the MDP-based motion planning method 
used in this research is explained in section III. The method 
for designating the wind condition in the motion planning in 
section IV, and the simulation results are presented in section 
V. Finally, section VI concludes the paper. 
 

II. PREPERATION 

A. Markov Decision Process 
An MDP models an agent that interacts with a stochastic 

environment [8][9]. A particular finite MDP is defined by its 
state and action sets and by the one-step dynamics of the 
environment. Given any state s and action a, the probability 
of each possible next state s’ is 
 
P ass’  = Pr{ st+1 = s’ | st = s, at = a },    (1) 
 
where P a

ss’ represents transition probabilities and t denotes a 
finite time step. In the MDP, the value of P a

ss’ does not 
depend on the past state transition history. The agent receives 
a reward r every time it carries out the one-step action. Given 
any current state and action s and a, together with any next 
state s’, the expected value of the next reward is  
 
R ass’  = E{ rt+1 | st = s, at = a, st+1= s’ }.   (2) 
 
P a

ss’ and R a
ss’ completely specify the dynamics of the finite 

MDP. In the MDP, the agent follows policy π. Policy π is a 
mapping from each state s and action a to the probability π (s, 
a) of taking action a when in state s. In the stochastic planning 
calculation based on the MDP, policy π is decided so as to 
maximize the value function Vπ(s). The Vπ(s) denotes the 
expected return when starting in s and following π thereafter. 
The definition of Vπ(s) is 
 
                  (3) 
 

where Eπ denotes the expected value when the agent follows 
the policy π and γ is the discount rate(0 < γ < 1). If the values 
of P a

ss’ and R a
ss’ are known, DP is used to calculate the best 

policy π that maximizes the value function Vπ(s). When the 
values of P a

ss’ and R a
ss’ are unknown, online reinforcement 

learning is can be used to obtain the best policy π in the 
learning environment. After the planning calculation has 
finished, a greedy policy that selects action value a that 
maximizes Vπ(s) is optimal.  

B. BUAV model 
In this research, Sky Probe-J is the BUAV model. Sky 

Probe-J is a prototype airship developed by AES Corporation 
[16]. Figure 2 shows the configuration of Sky Probe-J. Figure 
3 shows the coordinate system and parameters used in this 
work, where X, Y, and Z are the position of the target airship’s 
buoyancy center in cartesian coordinates; φ, θ, and ψ  are the 
roll, pitch, and yaw eulerian angle of the vehicle; vxw, vyw and 
vzw are the surge, sway, and heave air reference velocity in 
body coordinates; vxb, vyb, and vzb are the surge, sway, and 
heave ground reference velocity in body coordinates; fx, fy, 
and fz are the X, Y, and Z components of the velocity of the 
wind in world coordinates; fxb, fyb, and fzb are the X, Y, and Z 
components of the velocity of the wind in body coordinates; 
and Xd and Yd are the X and Y coordinates of the destination 
position. Sky Probe-J has four vectoring thrusters with a  
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Fig. 4. Time history of the target velocity in the target trajectory. 
 
mechanism for changing its direction and two tail rotors. In 
this research, we use No.1 and 2 vectoring thrusters and both 
tail rotors. The tail thrusters are used for yawing control, and 
the vectoring thrusters for surge, heave motion. We define 
Mth as the summation of vectoring thruster force, Tth as the 
tale thruster force, and δ as the pitch angle of the vectoring 
thrusters. The target BUAV is assumed to be able to measure 
real-time values of X, Y, Z, ψ , vxb, vyb, vzb, fx, fy, and fz at its 
position during the mission, and the primary shape of the 
obstacle in the mission environment is known to the BUAV. 
A six-DOF dynamics model of Sky Probe-J has been 
established by Yamazaki et al. [16]. The dynamics equation 
for the Sky Probe-J model considering the wind disturbance 
is 
 
MLGx

．
LG=ALGxLG + ALG,f xLG,f + QLG     (4) 

MLTx
．

LT=ALTxLT + ALT,f xLT,f + QLT      (5) 
 
Longitudional motion: 
xLG=[vxb, vzb, θ

．
, θ] 

xLG,f=[fxb, fzb, f
．
xb, f

．
zb] 

QLG=[Fx, Fz, My, 0] 
 
Lateral motion: 
xLT=[vyb, vzb, φ

．
, ψ
．

, φ, ψ] 
xLT,f=[fyb, f

．
yb] 

QLT=[Fy, Mx, Mz, 0, 0] 
 
Fx, Fy, Fz : external force given by the actuator. 

Mx, My, Mz  : external moment given by the actuator. 

MLG, MLT : mass matrices including added mass effects. 

ALG, ALT : stability derivative matrices. 

ALG,f, ALT,f : stability derivative matrices of wind disturbance. 

QLG, QLT : external forces and moments. 
 

III.  MOTION PLANNING METHOD 

A. Main Strategy 
This section explains the motion planning method used in 

this research. In the motion planning of the BUAV, it is 
important to consider the limitation of the acceleration in 
heading motion. The motion planning in this paper uses the 

following strategy [20]: First, the air reference target velocity 
in machine coordinates is given to the BUAV, and the BUAV 
is controlled to track the target velocity. The target velocity is 
designated so that the time differentiation of the target 
velocity does not exceed the maximum acceleration of the 
BUAV. Second, the displacement of the position of the 
BUAV tracking the target velocity is used for the motion 
planning calculation. The error, with a stochastic property 
between the estimated displacement and actual displacement 
of the BUAV’s position caused by velocity tracking control, 
is maintained by the MDP. The relationship between the 
target velocity and the resulting position displacement of the 
BUAV is modeled using the MDP. Variations of target 
velocities are treated as the action set for the MDP model, and 
the BUAV’s position and velocity are used to form the state 
space of the MDP state transition model. 
 
B. State space for MDP model 

In the MDP model, the horizontal motion of the BUAV is 
modeled. A three-dimensional obstacle configuration is 
considered in designating the reward value. The state space of 
the MDP model is a grid space formed by X, Y, ψ, and ψ 

．
axes, 

which are divided into discrete values [s=( X, Y, ψ, ψ 
．
)]. The 

division unit of each axis is decided considering the accuracy 
of the sensing ability of the BUAV. 
 
C.  The target velocity  

The target velocity is defined in a given period of time. At 
the end of the period, action selection in the MDP is carried 
out. We assign the following target velocity for each action a:  

 
ψ
．

τ(t)= a α t + ψ 
．
τp , vxwτ(t)= vx0,     (6) 

 
where t is the time from the start of the action, Τ the given 

period of time of the action, ψ
．

τ(t) the target yaw velocity, 
vxwτ(t) the target air reference surge velocity, vx0, the positive 
constant value, α the positive constant acceleration value for 
the yaw motion, and ψ

．
τp the target yaw velocity when the 

previous action has ended. Action a takes one of three values: 
-1, 0, or 1. If a= 1, the target motion accelerates the BUAV’s 
yawing velocity at constant acceleration; if a=-1, the target 
motion decelerates the BUAV’s yawing velocity at constant 
deceleration. When a=0, the BUAV’s yaw velocity is kept 
constant (Fig. 4). The value of α is set so that it does not 
exceed the maximum acceleration of the BUAV’s yawing. 
Because of the limitation of the actuator configuration, the 
sway velocity is not controlled. As for the surge velocity, air 
reference surge velocity is kept constant at all actions. This is 
because the estimation of the displacement of the BUAV by 
each action in wind becomes simpler than when the ground 
reference surge velocity is kept constant. If the target velocity 
is the ground reference velocity, there is a possibility that the 
BUAV will not be able to track the target motion because of 
the limitation of actuator power. As for the heave motion, the 
BUAV’s altitude is kept constant by feedback control. 

t

O 

ψ 
．
τ 

T       2T      3T     4T     5T      6T     7T     8T

a=1 

a=1 a=0 

a=1 

a=0 a=-1 
a=-1 a=1

WeC12.3

1051



 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Calculation of the state transition probability. 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Designation of the reward value in the case of 
three-dimensional constant altitude cruising. 

 
 
D.   Calculation of the state transition probability 
The estimation of the displacement by each action when there 
is no wind is done simply by integrating the given target 
velocity in world coordinates. In order to consider the effect 
of the wind, compensation of the displacement is needed. 
Though the value of the yaw velocity is controlled to track the 
target value, the effect of the wind on yaw motion can be 
ignored. The compensation of the displacements of X and Y 
can be done simply by linear superposition as 
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where DX(ψ0, a), DY(ψ0, a), Dψ(ψ0, a) and Dψ

．(ψ0, a) are the 
estimated displacements of X, Y, ψ, and ψ

．
 considering the 

effect of the wind, and ψ0 is the yaw angle at the start time of 
the action. From (7), (8), (9) and (10), it can be said that the 
estimated displacement of X, Y, ψ, and ψ

．
 does not depend on 

the past history of the state transition; therefore, the BUAV 
model follows the MDP. The state transition probability P ass’ 

is calculated using DX(ψ0, a), DY(ψ0, a), Dψ(ψ0, a) and Dψ
．(ψ0, 

a). Here, we define R(s) as a four-dimensional rectangular 
cuboid that indicates state s in the state space grid, and Rt(s) as 
a rectangular cuboid made by parallel translation of R(s) by 
translation vector (DX(ψ0, a), DY(ψ0, a), Dψ(ψ0, a), Dψ

．(ψ0, a)) 
(Fig. 5). In the calculation, the probability that the BUAV is at 
the position (X, Y, ψ) is assumed to be equal at each point in 
the state s grid when the observed BUAV’s state is s. Under 
this assumption, The state transition probability P a

ss’ is 
proportional to the volume of the intersection between Rt(s) 
and R(s’). Therefore, the P ass’ is calculated as  

 

'

'

( , ' , )   = 
( , ', )

a o
ss

o
s

V s s aP
V s s a∑

          (11) 

 
where Vo(s, s’, a) is the volume of the intersection between 
Rt(s) and R(s’). 
 
E.  Designation of reward 

In the DP calculation, the value of r is usually set to 0; it is 
set to 1 only when the destination point is inside s’. Whenever 
the BUAV moves in the horizontal plane, the negative value 
of the reward is given when an obstacle is inside s’. In the 
case of three-dimensional constant altitude cruising, the 
hill-climbing ability of the BUAV must be considered. Since 
the main thruster’s pitch angle δ is not limited, there is no 
limitation on the climbing angle. However, the acceleration in 
heave motion is limited. Therefore, the hill-climbing ability 
of the BUAV is mainly decided by the limitation in its heave 
acceleration (Fig. 6). In the calculation of the reward value, 
first, the steepness angle  θsteep(s) is calculated at each state s 
using a pre-obtained height map of the ground in the mission 
environment. For all transitions from s to s’, such that P ass’ is 
not 0, the absolute value of the difference between θsteep(s) 
and θsteep(s’) is calculated as 
 
dθsteep(s’, s) = | θsteep(s’) - θsteep(s) |,    (12) 
 
where dθsteep(s’, s) is the absolute value of the difference. The 
BUAV cannot cruise at a constant altitude if the value of 
dθsteep(s’, s) is too large. The upper limit of the dθsteep(s’, s) is 
calculated as 

 

max
0 0

0 0 0

( ) ( )( , ') arctan arctan

( ) ( )

z h z

x xb x xb

z h hz

x xb x xb x xb

v s a T v sd s s
v f v f

v s a T a Tv s
v f v f v f

θ
   +

= −   + +   
+

≈ − =
+ + +

 

            (13) 
 

where dθmax is the upper threshold value, ah the maximum 
value of the acceleration in heaving, and vz(s) the required 
heave velocity at the state s. In (14), the climbing angle is 
assumed to be small enough, and the wind speed along the Z 
axis is 0. When dθsteep(s’, s) > dθmax(s’, s), r is set to –1. 

s’ s 
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Fig. 7. Configuration of obstacles in the mission environment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. Designated wind condition in the motion planning calculation. 
 
E.  Maintaining not assumed wind 

The effect of the difference between the assumed wind 
velocity and actual wind velocity is compensated during the 
mission in real time. In the compensation, the displacement of 
the X and Y components is maintained. Here, we define dfx, dfy 
as the measured value of the difference of the velocity of the 
wind between the actual mission environment and assumed 
condition. The compensation of the displacement of the 
BUAV position is done by linear superposition as  
 
DXa(ψ0, a) = DXc(ψ0, a) + dfx T     (15) 
 
DYa(ψ0, a) = DYc(ψ0, a) + dfy T,     (16). 
 
where DXa(ψ0, a) and DYa(ψ0, a) represent the compensated 
displacement of the position of the BUAV. By using (15) and 

(16), the position of the BUAV after action a is carried out at 
state s is described as 
 
X’e(s, a)= DXa(ψ0, a) + X(s, a)     (17) 
 
Y’e(s, a)= DXa(ψ0, a) + Y(s, a)      (18) 
 
ψ'e(s, a)= Dθc(ψ0, a) + ψ0       (19) 

 
where X’e, Y’e, and ψ'e represent the estimated position of the 
BUAV considering the observed wind speed at the BUAV’s 
position. Here, we define s’e as the state to which the BUAV 
transits from s by the displacements X’e, Y’e, and ψ'e. It can be 
said that the value of Vπ( s’e) indicates the likelihood of the 
action. Therefore, we adopt a method that selects an action 
that maximizes the value of Vπ( s’e) during the mission. 

IV. METHOD FOR DESIGNATING WIND CONDITION 
 It is often the case that the average speed of BUAVs does 
not exceed 1 [m/sec]; however, the speed of the wind often 
does. The distribution of the wind velocity is also unknown 
and non-uniform. The BUAV cannot know the whole 
distribution of the wind velocity in real time. For example, 
Fig. 1 shows the distribution of the wind speed when wind 
with a speed of 0.4 [m/sec] blows over a hill. We can see that 
the wind speed differs from –0.1 [m/sec] (behind the hill) to 
0.5 [m/sec] (near the top of the hill). Even though the 
MDP-based motion planning method can treat the stochastic 
property, such a large effect caused by the disturbance cannot 
be managed. Therefore, we need a method for estimating the 
rough distribution of the wind velocity in the mission 
environment from the geometrical properties of the ground 
for off-line motion planning calculation. 

In estimating the rough distribution of the wind, it is 
effective to consider the thickness of the boundary layer of 
the air flow. As Fig. 1 shows, the average thickness of the 
boundary layer is about 5 [m] when the wind speed is 0.4 
[m/sec], so the BUAV flying near the ground enters the 
boundary layer flow. We can see that the thickness of the 
boundary layer of the air flow roughly depends on the 
geometrical properties of the ground. The thickness of the 
boundary layer is large under the lee of a point where the 
height is the local maximum value. We can see that the wind 
speed in the boundary layer is nearly 0. Therefore, we can 
assume that the wind velocity near the ground surface is 0 at 
the point where the thickness of the boundary layer of the air 
flow is large. Here, we set the direction of the X axis to be the 
same as the direction of the main flow of the wind. We define 
Zg(X, Y) as the height of the ground at each horizontal position, 
l(Yc) as the line that is defined by the equation Y=Yc, and Xli(l) 
as the X coordinate value of the i th point where the value of 
Zg is the local maximum on the line l. The value of Yc is set to 
the Y coordinate value of the center point of the state space 
grid. For all center points (X, Yc) of the state space grid on line 
l, the wind speed is designated as follows:  
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1) Select i that minimize (X-Xli) and make (X-Xli)>0. 
2) If Zg(X, Yc) < Zg(Xli, Yc) then set the wind speed to 0; 

otherwise, set it to U. 
 
By this method, the wind speed is designated to be 0 under the 
lee of a hill. The distribution of the designated wind speed is 
different from that of the actual wind; however, the amount of 
the difference is kept small enough to be managed by the 
MDP-based motion planning. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 9. Top down view of the resulting motions of the BUAV stating from the 
position I [(X, Y)=(95 [m], 5 [m])]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Top down view of the resulting motions of the BUAV stating from 

the position II [(X, Y)=(95 [m], -15 [m])]. 
 

V. SIMULATION 

A. Mission Environment 
 The performance of the approach was examined by 
simulation using dynamics model (4) and (5). Figure 7 shows 
the obstacle configuration in the mission environment. The 
size of the mission environment is 200 [m] along the X and Y 
axes. The ground in the environment is overall a gentle slope. 
There is a large gentle hill A at O. The diameter of hill A is 
about 100 [m], and its height is 30 [m]. There is also a steep 
hill B at the point of X=-20[m] and Y=20 [m]. The diameter of 
hill B is about 30 [m], and its height is 40 [m]. Because the 
inclination of the slope changes drastically at the edge of hill 
B, a BUAV straightly flying near the ground surface would 
collide with hill B. The assumed mission is that the BUAV 
flies from the start point I [(X, Y)=(95 [m], 5 [m])] and II [(X, 
Y)=(95 [m], -15 [m])] to the destination point [(X, Y)=(-95 [m], 
-5 [m])]. In the mission, the target altitude of the BUAV was 5 
[m]. The distribution of the wind velocity in the mission 
environment was calculated using numerical simulation of 
fluid dynamics using e-flow developed by Environmental 
Simulation Inc. in Japan. Figure 1 shows the distribution of 
wind speed in the Y-section where Y = 15 [m]. In the 
simulation, wind with the speed of 0.4 [m/sec] along the X 
axis was assumed to hit hill A and B. 
 The X, Y, and ψ axes were divided into 20 states and the 
ψ
．

 axis into 7 states in the MDP state space. The domain of the 
ψ and ψ

．
 was [90 [deg], 270 [deg]] and [ -3.0 [deg/sec], 3.0 

[deg/sec]]. Therefore, the number of states in the MDP model 
was 20x20x20x7=56000. The values of α, αh, T, vx0 were set 
to 0.05 [deg/sec2], 0.02 [m/sec2], 20 [sec], and 1.0 [m/sec]. As 
for the wind condition in motion planning, we tested three 
values of constant wind speed U (0 [m/sec], 0.2 [m/sec], 0.4 
[m/sec]) and the wind condition designated by the proposed 
method. Figure 8 shows the comparison of designated wind 
condition and actual wind velocity distribution at the altitude 
of 5 [m]. We can see that the proposed method properly 
estimated the position where the wind speed is almost 0. In 
this simulation, the value of fy was assumed to be 0.  
B. Simulation Result 

Figure 9 and 10 respectively show the resulting horizontal 
motion of the BUAV when the BUAV started from start 
position I [(X, Y)=(95 [m], 5 [m])], and when it started from 
start position II [(X, Y)=(95 [m], -15 [m])]. From Fig. 9 and 10, 
we can see that the BUAV came close to the destination point 
when the wind condition was designated by the proposed 
method. In both cases, the BUAV avoided the edge of hill A 
and reached the destination. In case where the constant 
uniform wind condition was assumed in the motion planning, 
the value of U that shows good performance in the destination 
reaching accuracy and time consumption differs by the start 
position. For start position I and U=0.4, the performance in 
reaching accuracy and the time consumption was high. 
However, for start position II and U=0.4, the performance in 
reaching accuracy was low. For for start position II and U= 0, 
the performance in reaching accuracy and time consumption 
was high. While the performance of the BUAV's motion 
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when the constant uniform wind condition highly depended 
on the start position, that of the BUAV's motion when the 
wind condition was designated by the proposed method was 
stable. From these results, we can say that the believability of 
the result of the motion planning is improved by the proposed 
method, and that the roughness of the given wind condition 
does not cause serious instability in the performance of the 
BUAV's motion. 
 

VI. CONCLUSION 
A method for designating the wind condition in the motion 

planning of blimp-type unmanned air vehicles (BUAVs) 
flying in disturbed wind is proposed. The method is a simple 
rule that estimates the rough wind velocity condition from the 
geometrical properties of the ground. The method was 
applied to the motion planning calculation based on dynamic 
programming in the Markov decision process. The motion 
planning method assumed in this research was developed by 
the author in previous work. The performance of the method 
was examined by the dynamical simulation of a BUAV flying 
in the disturbed wind condition simulated by the numerical 
calculation of fluid dyanmics. From the simulation results, the 
improvement of the stability of the performance in reaching 
accuracy and time consumption of the BUAV's motion was 
confirmed. 
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