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Realtime collision avoidance using a robot manipulator with
light-weight small high-speed vision systems

Sho Morikawa, Taku Senoo, Akio Namiki and Masatoshi Ishikawa

Abstract—This paper describes a new realtime collision
avoidance algorithm for a robot manipulator based on a
new visual servo control. In the proposed algorithm, it is
not necessary to compute the 3D position of the obstacle.
Further, the manipulator can avoid the fast moving obstacle.
The developed system uses several small light-weight high-speed
vision chips placed on the surface of the robot manipulator.
Experimental results of avoiding high-speed motion are shown.

I. INTRODUCTION

Recently, the need for a robot that collaborates with
humans has increased in both the industrial setting, such as
in cell production work, and in home use. When a robot
works in close proximity to a human, human safety is a big
problem. A robot must not hurt a human, and it must have
the ability to stop or avoid collision.

In order to achieve such collision avoidance capability,
it is necessary to measure the approach of an obstacle in
realtime using a displacement sensor. Some researches have
used an ultrasonic sensor for this purpose, but this approach
is not appropriate for collision avoidance in complex robot
mechanisms, because it can not obtain global information
on an obstacle [7]. Other researches have used a vision for
collision avoidance. K. Hosoda et al. proposed a trajectory
generator for avoidance of static obstacles [6]. N. Mansard
et al. presented a control law that achieves the main task and
avoidance simultaneously by visual servoing [3].

Fig. 1. Fixed camera type (left) and Eye-in-hand type (right)

One of the most serious problems of a vision sensor is the
processing time. In usual CCD cameras, the vision sampling
rate is 30 Hz. This is too slow for avoidance motion. In order
to solve this problem, 1kHz high-speed vision chip system
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Fig. 2. Multiple vision sensor network on the robot arm

has been developed [4]. The architecture is a massive parallel
processing system, in which each pixel is connected with
one processing element. Using this high-speed vision system,
high-speed motion has been achieved by several researchers.
A. Namiki et al. presented a control law for high-speed visual
servoing [2]. Y. Nakabo et al. proposed a scheme for visual
based control in realtime [1]. D. Ebert et al. proposed a safety
measure using a high-speed vision [5].

In the previous works [1], [3], [5], and [6], and as shown
in Fig.1(left), the camera head was placed outside of the
robot, because of the large size of the camera head. We
call this the “fixed camera setting”. This setting has the
advantage of measurement over a wide area of both robot
and surrounding environment. If there is another obstacle
between the manipulator and camera, the vision cannot detect
collision.

On the other hand, as shown in Fig.1(right), the “eye
on hand” setting is popular in visual servoing. This setting
has the advantageous in collision avoidance problem. By
arranging cameras at appropriate positions on the robot, the
vision can detect possible collision without disturbance from
other objects. The size of a recent camera heads of a vision
chip systems is small, and they are sufficiently light weight
to be able to be mounted on the end effector of a manipulator.
In the future, small high-speed vision systems will have a low
price. Once this is achieved, a vision sensor network can be
mounted on the robot surface as shown in Fig.2, and this
network can be used for detection and collision avoidance,
as well as realtime recognition of the environment, and so
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Fig. 3. Coordinate system of a camera

on.

In this paper, we propose a collision avoidance system in
which two light-weight small high-speed camera heads are
placed on a robot manipulator. For this system, we propose a
new realtime collision avoidance algorithm based on visual
servoing control. The proposed system is a first step of a
robot system with a vision-sensor-network. We expect the
system will be extended to collision avoidance with multi-
vision systems.

II. VISUAL SERVOING FOR HIGH-SPEED TARGET
TRACKING

A. Traditional visual servoing control for target tracking

Figure 3 shows a general visual servoing system, in which
the position and the orientation of the camera are controlled
by visual information. In Fig.3, X,, is the world coordinate
system and ¥, is the camera coordinate system fixed on the
camera. The vector u = [u,v]” € R? is the position of a target
on the image plane, and f is focus length. The vector x,, € R3
and x, € R? are the position of the object in the X,, and ¥, ,
respectively. These variables satisfy the following equations.

u=f*(§) (1)

Xy = Rxp+p 2

where R € R*3 and p € R? represent the rotation ma-
trix and transfer vector, respectively. And the vector 6 =
[0,,0,,...,6,] € R" is the joint angles.

Assume that X,, = 0, namely that the target is stationary.
From the differentials of Eqn (1) and (2), we get
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Using the inverse of Eqn.(3), the velocity control input of
the camera is computed as follows.

6=-J'u , J=AR"B (6)

where the operator ”f” means the pseudo inverse.

In this equation, the relationship between i and 6 is linear,
and it is controlled only by visual information. Also if some
disturbance is included in the Jacobian J, the positional error
of u converges to zero. On the other hand, this standard visual
servoing method has several problems in high-speed control.
First, the depth z, is included in the Jacobian J. In general,
it is difficult to acquire the depth information using only one
vision. Even with stereo vision, it is difficult to compute the
depth correctly. For this reason, the feedback gain can not
be given exactly. Next, it is assumed that the target is static
or quasi-static, X,, = 0. In a typical tracking task, a target is
moving. If the speed of the moving target is rapid, the usual
visual servoing method does not work well.

B. New visual servoing control for high-speed target track-
ing

In order to solve the two problems mentioned above, we
develop a new visual servoing control in which we introduce
features invariant to the depth information are introduced.

Assume that p = 0. This means that the motion of the
camera consists of only rotation. Then we define a feature
vector o € R? as follows.

a<g) )

Yw _ Pt IVt s f ®)
Xy FpUFTRVETSf
w _ Myt rpvtrsf
Xy - rputrvtrsf

o =

B= €))
where r;; is the ij-element of the Rotation matrix R.

The feature o can be calculated with only one vision,
because it does not include the depth information z,. For this
reason, it is not necessary to compute the 3D position of the
target. The feature & can not be computed if the denominator
of o is O,namely, x,, = 0. However it is symmetric, so we
can replace the denominator with the other variables, y,, or
Zw. The new feature can be used in the same way.

The feature o can be expressed as a function of the image
feature u and the joint angle 6.

o= F(u,0) (10)
Differentiating Eqn.(10),
& =F0+Gi (11
where
a el a
o 907 _ (% 9 70, .
o0 "\ o (12)
d6, 96, 96,
0F [
du (gﬁ g) (13)
u v
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Fig. 4. Coordinate system

Changing to a discrete expression, we obtain the desired
joint angle at step n+ 1 as follows.

0,1 =0,—F'Gu,  —u)+F (o,  —a,) (14)

n+1 n+1

In Eqn.(14), the desired image values u, is substituted for
u, ;- And @, — oy, can not be computed at step n, so it is
replaced by the previous step values o, — @, .

The proposed new visual servo control is suited for high-
speed visual tracking because of the following two reasons.
First, it is not necessary to acquire the depth information of
the target, namely to compute the 3D position of the obstacle.
Also, the feature o, the coefficient matrix F and G can be
computed only by visual information. Next, the second term
of Eqn.(14) is the compensation for motion of the target.

If the dimension of the joint space is two, F' is a square
matrix and F' is equal to F~!. In the next sections, we use
2-axis rotation joints 0 = [6,,6,] € R2.

On the other hand, a demerit is the assumption that p =0,
namely the motion of a camera consists of only rotation.
Because of this assumption, the application of the proposed
method is limited to some special mechanisms. However, by
setting vision at appropriate positions, it has a wide range of
application.

III. COLLISION AVOIDANCE CONTROL
A. Setting of a camera

In the proposed visual servoing algorithm, we assume p =
0. However, in general this assumption is not satisfied. When
the camera is set at the origin and only rotational motion
is added, the assumption is satisfied. In order to solve the
problem (p = 0), the camera should be set on the crosspoint
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Fig. 5. Desired obstacle trajectory on the image plane
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Fig. 6. Desired obstacle trajectory of the robot arm

of the rotation axes, such as the shoulder joint or the elbow
joint. Also assume that rotational motions are mainly used
for collision avoidance, and that translational motions are
sufficiently small.

In the case that a robot arm has a structure similar to
human beings, such as is illustrated in Fig.4, it is useful to use
an elbow joint that consists of revolution and bending. In this
situation, when we put cameras in the neighborhood of the
elbow joint, we can take that p = 0 approximately. Generally,
in the design of a robot manipulator, the crosspoint of
rotation axes is often used to simplify the calculation of
kinematics. So this assumption is not a special condition.

If the width of the robot is large, the camera can not be
set just in the rotational center of the elbow joint. In this
case, by setting two or three cameras around the elbow joint,
the assumption p =0 can be approximately achieved. In our
case, we use two cameras, and the cameras are set at the
both sides of the elbow joint.

B. Avoidance trajectory

Suppose that an obstacle is approaching from the side
of the robot link. In this situation, an efficient avoidance
trajectory is needed so that the trajectories of the joints are
smooth. If the arm link steps back in the same direction as the
obstacle motion, there is the possibility that the arm can not
avoid the obstacle. On the other hand, if the arm link moves
in a direction vertical to the obstacle motion, this motion is
one of the most efficient avoidance motions. However, this
motion is often a radical motion for the arm link, and there
is the possibility of damage to the robot joints. In addition, it
is necessary that the arm link avoids several obstacles which
approach one after another. For this reason, the avoidance
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Fig. 7. Direction of the desired image value

trajectory should be smooth, so that it can connect with the
next avoidance trajectory.

In this paper, we propose a new avoidance strategy, as
shown in Figs.5 and 6. In the proposed strategy, the arm
link is controlled so that the obstacle describes a spiral on
the image plane. The trajectory of the arm link also describes
a spiral. The spiral trajectory can be connected smoothly
with the other spiral trajectory, and the arm link can avoid
obstacles quickly in succession. Because the trajectory is
smooth, it does not damage the joints.

Let us obtain the desired image values, u? = [ud,v?]T,
based on the above strategy. As shown in Fig.5, we set an
avoidance area. Its center is set at the origin of the image
plane, and its radius is R. If an obstacle enters this avoidance
area, the arm link avoids the obstacle by describing a spiral.
In this paper, the desired image values are given as an elastic
movement related to the distance between the image center
and the obstacle.

= (r+Ar)cos(o(r+Ar))
= (r+Ar)sin(o(r + Ar))

15)
(16)

where r = \/u’+v?2 is the distance between the robot and
the obstacle on the image plane, @ is a constant gain, u, and
v, represent current image values, and Ar = k(R —r), where
k is a constant gain. Figure 7 shows its example.

u, = reos(wr) , ul
v, =rsin(wr) , v

IV. EXPERIMENT USING 2-AXIS ACTIVE VISION

Fig. 8.

Active vision system(left) and setting of experiment (right)
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Fig. 9. Tracking of the hand of the metronome on the image plane
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Fig. 11. Rotation of tilt

We will show experimental results of high speed tracking
to make sure the effectiveness of our new visual servoing.

A. Two-axis active vision system

In the active vision system which has pan axis and tilt
axis, the assumption p =0 is satisfied. For this reason, it is
useful to verify the effectiveness of the new visual servoing
algorithm proposed in Section II. The total view of the
system is shown in Fig.8 (left). It has the tilt axis and the
pan axis, and a high-speed vision called CPV-III (column
parallel vision system III made by Hamamatsu Photonics) is
set on the active vision.
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Fig. 12. Experimental system

CPV-III is a massively parallel vision system. It has
128x 128 photo detectors with an all pixel parallel pro-
cessing array based on vision chip architecture and an
exclusive summation circuit for calculating moment values
[4]. Because the visual processing is executed in parallel in
the processing array, high-speed visual processing (moment
detection, segmentation, etc.) is achieved within 1ms.

B. Experiment

The target is set on the hand of the metronome, which is
installed in the front of the active vision at 30 cm distant as
shown in Fig.8 (right). The hand of the metronome oscillates
at a frequency of 1.4 Hz, and the active vision tracks the hand
of the metronome. The active vision system is controlled so
that the target is put in the center of its sight.

We compare our new visual tracking control with the
traditional tracking control. The detailed control methods are
explained in Section II. The feedback gains of PD control
are appropriately set in each control method.

In Fig.9, the trajectory of the target on the image plane is
shown. The blue line is the result of the traditional method,
and the red line is the result of the new method. From
viewing this figure it is clear that the tracking errors are
smaller in the new method. In Fig.10 and Fig.11, the time
response of the angle joints is shown. The amplitude of the
trajectory based on the new method is larger. This means that
the tracking control is more responsive. These results show
that the new visual servo control is effective for high-speed
tracking motion.

V. EXPERIMENT USING A ROBOT ARM

Next, we will introduce experimental results of avoidance
using a robot arm and high-speed visions.

A. Avoidance system

The total view of the system is shown in Fig.12. Two
cameras of CPV-III are set on both sides of the elbow of the
robot arm to cover the both right and left sides of it.

The robot arm is a wire-drive 4-axis manipulator made
by Barrett Technology Inc.[8]. The maximum velocity of
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Fig. 13. Avoidance trajectory (piled)

0 ms

30ms 120 ms
60 ms 150 ms

Fig. 14. Avoidance trajectory (continuous sequence)

the end-effector is 6 m/s, and the maximum acceleration is
58m/s?. The cycle time for visual processing and control
processing is set at Ims. This manipulator has four joints.
However, in this study, only two joints at the elbow were
used. The other joints were fixed. The realtime avoidance is
achieved by the 2-axis rotation at the elbow.

As an obstacle, we use a yellow ball which is placed on
the tip of a stick. A human moves the ball, and quickly brings
it into the neighborhood of the robot arm. In our avoidance
system, even if the ball goes out of camera sight during
avoidance, the robot arm continues the avoidance motion
as follow-through. This is because it is necessary to keep
an appropriate distance between the arm and the obstacle.
Moreover, if the arm moves as fast as the obstacle, suddenly
stopping the arm may damage the joints in the robot.

B. Experiment

In Fig.14, the experimental result of avoidance is shown
in a continuous sequence of images per 30 ms. An avoidance
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Fig. 17. Rotation of bending joint

motion is properly achieved in response to the position of the
obstacle. Figure 13 is a composition of the photographs. The
blue line shows the trajectory of the target, and the orange
line is the trajectory of the tip of the arm. The robot arm
avoids the obstacle, and finally goes behind of the obstacle.

Figure 15 shows the image plane of one camera. The red
area shows the avoidance area. Any obstacle is removed from
this red area. The lines are the trajectory of the target on the
image plane. The obstacle is seen to be removed in a smooth
spiral motion.

Figure 16 and 17 show the angles of the revolution and the
bending at elbow. Same trial is described at the same colar in
figures. Smooth joint motion is achieved, and follow-through
motion is verified.

These results verify the effectiveness of the proposed
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avoidance system. The experimental result is shown as a
movie on the web site [9].

C. Discussion

There are three important factors to improving the per-
formance of avoidance. The first factor is the rate of visual
feedback. In our experiment, the rate is 1 ms. If the rate is
reduced, the performance is degraded.

The second factor is the range of sight. If the range is
narrow, the motion become radical and dangerous. In order
to solve this problem, it is important not only to set the
camera in the appropriately position but also to select an
appropriate lens.

The third factor is illumination. Because exposure time
is very short in high-speed vision, it is necessary to use an
appropriate illuminator. In this experiment, we used an LED
ring which is set in front of the camera. It is important to
achieve uniform illumination around the arm link.

VI. CONCLUSION

In this paper, we described and demonstrated a collision
avoidance system in which two light-weight small high-speed
camera heads were placed on a robot manipulator. For this
system, we developed a new realtime collision avoidance
algorithm based on visual servoing control.

This new visual servo control is suited to high-speed
visual tracking for the following two reasons. First, it is
not necessary to acquire the depth information of the target,
namely to compute the 3D position of the obstacle. Next,
the compensation for motion of the target is included. As a
result, high-speed avoidance is achieved.

In the future, we will develop a vision sensor network that
can be mounted on a robot surface as shown in Fig.2, and
this network will be used for realtime detection and collision
avoidance.
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