
 

 

 

  

Abstract—The current research analyses and demonstrates 

how spoken language can be used by human users to 

communicate with the HRP-2 humanoid to program the 

robot’s behavior in a cooperative task. The task involves the 

humans and the HRP-2 working together to assemble a piece 

of furniture. The objectives of the system are to 1. Allow the 

human to impart knowledge of how to accomplish a 

cooperative task to the robot, i.e. to program the robot, in the 

form of a sensory-motor action plan. 2. To do this in a semi-

natural and real-time manner using spoken language.  In this 

framework, a system for Spoken Language Programming 

(SLP) is presented, and experimental results are presented 

from this prototype system.  In Experiment 1, the human 

programs the robot to assist in assembling a small table.  In 

Experiment 2, the generalization of the system is 

demonstrated as the user programs the robot to assist in 

taking the table apart.  The SLP is evaluated in terms of the 

changes in efficiency as revealed by task completion time and 

number of command operations required to accomplish the 

tasks with and without SLP.  Lessons learned are discussed, 

along with plans for improving the system, including 

developing a richer base of robot action and perception 

predicates that will allow the use of richer language.  We thus 

demonstrate - for the first time - the capability for a human 

user to tell a humanoid what to do in a cooperative task so 

that in real time, the robot performs the task, and acquires 

new skills that significantly facilitate the cooperative human-

robot interaction. 

I. INTRODUCTION 

Humanoid robots are now physically capable of 

locomotion, object manipulation, and an essentially 

unlimited set of sensory motor behaviors.  This sets the 

scene for the corresponding technical challenge:  How can 

non-specialist human users interact with these robots for 

human robot cooperation? Crangle and Suppes [1] stated: 

“(1) the user should not have to become a programmer, or 

rely on a programmer, to alter the robot’s behavior, and (2) 
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the user should not have to learn specialized technical 

vocabularies to request action from a robot.”  In this 

context spoken language provides a very rich vector for 

communication.  As the meaning to be communicated 

becomes more complex, so do the grammatical 

constructions used.  Construction grammar (CxG) provides 

a linguistic formalism for achieving the required link from 

language to meaning [2].  Meaning is represented in a 

predicate-argument (PA) structure  as in (2), based on 

generalized abstract structures as in (3).  The power of 

these constructions is that they are based on abstract 

“variables” that can take an open set of arguments . 

(1) John put the ball on the table. 

(2) Transport(John, Ball, Table)      

(3) Event(Agent, Object, Recipient 

We can thus use the PA structures to extract robot 

commands from natural language, and to generate natural 

language descriptions of physical events extracted from 

video scenes [3-8]. The objective of the current research is 

to begin to use natural language in order to allow human 

users to “tell the robot what to do”  and “teach it” or 

“program it” with spoken language.  In a related context, 

Nicolescu and Mataric [9] employed spoken language to 

allow the user to clarify what the robot learned by 

demonstration.  In order to explore how language can be 

used more directly, Lauria et al. [10] asked naïve subjects 

to provide verbal instructions to a robot in a visual 

navigation task.  Their analysis of the resulting speech 

corpora, yielded a set of verbal action chunks that could 

map onto robot control primitives.  They demonstrated the 

effectiveness of such instructions translated into these 

primitive procedures for actual robot navigation [11].  This 

indicates the importance of implementing the mapping 

between language and behavioural primitives for natural 

language instruction or programming [see 12].  Learning 

by imitation and/or demonstration likewise provide 

methods for humans to transmit desired behaviour to 

robots [13-14]. The current study extends such methods in 

a complimentary way.   

For the first time, spoken language is used in real-time to 

allow the user to command a bi-manual humanoid, and to 

create new behavioural patterns that can be immediately re-

used based on ongoing task requirements.  To do this we 

must first determine the set of action/command primitives 

that satisfy two requirements:  1.  They should allow a 
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logical decomposition of the task into units that are neither 

too small (i.e. move a single joint) nor too large (perform 

the whole task).  2.  They should be of general utility so 

that other tasks can be performed with the same set of 

primitives. 

II. A SCENARIO FOR HUMAN-ROBOT COOPERATION  

A. The Scenario 

Figure 1 illustrates the HRI scenario that we analyze in 

this research which involves two humans and the  HRP-2 

cooperating in the construction of a small table.  The 

construction task will involve attaching the legs to the 

surface of the table with wood screws.  User1 on the left 

interacts with the robot and with User2 on the right via 

spoken language. 

User1 will command the robot to prepare to receive one 

of the table legs that will be passed to it by User2.  The 

robot waits until it receives a “continue” signal from 

User1, and will then pass the leg to User1 who will take the 

leg, and then ask the robot to hold the table top steady, 

allowing User1 to attach the leg to the table.  User1 then 

tells the robot to release the table.  At this point, the first 

leg has been attached to the table, and the “get the leg and 

attach it” sequence can be repeated. 

B. On-line commanding with repetitive a subsequence 

On-line commanding allows the user to be responsive to 

new situations, and to learn him/herself by taking the robot 

through a given task or tasks.  On the other hand, for tasks 

that are well defined, the user should be able to program 

the robot by saying the sequence of commands and storing 

it before the actual execution.  In between these two 

conditions there may arise situations in which during the 

course of solving a cooperative problem with the robot, the 

user comes to see that despite the “open endedness” of a 

given problem set, there may be repetitive subtasks that 

occur in a larger context in which some uncertainty can 

exist.  In this type of situation, the human user may want to 

teach the robot about the repetitive part so this can be 

executed as an autonomous “macro” while the user still 

remains in the execution loop for the components that 

require his/her decision.   

The table assembly task corresponds to this situation.  

For each of the four legs the robot should receive the leg 

from User2, pass it to User1 and then hold the table surface 

in place while User1 attaches the leg to the table, before 

repeating the same procedure for the next leg.  After 1 or 

two repetitions of this exercise, for the first leg or two, 

User1 should have a good idea of how this repeating 

subsequence goes, and can thus teach it to the robot so that 

the entire behavior can be accessed by a single command. 

 

III. IMPLEMENTATION 

Based on the requirements derived from this scenario, 

we can now begin to allocate these requirements to 

different components of the system.  The current studies 

are performed with the Kawada Industries HRP-2 

humanoid robot [15] under the control of the OpenHRP 

controller [16].  The HRP-2 has 30 controlled degrees of 

freedom, 8 of which are used in this study.  The spoken 

language interface technology is provided by the CSLU 

RAD system.  This runs on a PC Pentium III Windows 

machine, which communicates with the OpenHRP 

controller via wireless internet with an ssh connection.  

The system is quite modular however, and the robot 

controller for the OpenHRP can be replaced by the 

controller for other robots.  We have used the AIBO ERS7 

with a WIFI interface, the Lynxmotion 6DOF robot arm, 

and Khepera mobile robots with a serial port controller [3].  

Part of the novelty here is the use of the HRP-2 with many 

more effective degrees of freedom and possibilities for rich 

cooperative interaction. 

 

 

 
Fig. 1.  Implementation architecture and stylized view of the cooperative 

interaction scenario.  The two human users and the HRP-2 will cooperate 

in constructing the table. 

A. Dialog Management 

Dialog management and spoken language processing 

(voice recognition, and synthesis) is provided by the CSLU 

Rapid Application Development (RAD) Toolkit 

(http://cslu.cse.ogi.edu/ toolkit/).  RAD provides a state-

based dialog system capability, in which the passage from 

one state to another occurs as a function of recognition of 

spoken words or phrases; or evaluation of Boolean 
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expressions.  

In the mixed initiative dialog system we developed, the 

system prompts the user with “I am ready” and waits for 

the user to respond with one of the commands (Table 1) 

and these are immediately executed.  The user can also 

issue commands for programming the robot (Table 2).  

These commands  include “learn” and “ok” which indicate 

the beginning and end of a macro sequence to be stored.  

Thus, in a single session, a user might first operate in direct 

mode to become familiar with how to solve a given 

problem, then pass into macro learning mode, generate a 

new program and run it in order to simplify subsequent 

task execution. 

 

B. HRP-2 Specific Commands 

The behavioral result of a spoken action command that 

is issued either directly, or as part of a learned plan is the 

execution of the corresponding action on the robot. Based  

on the preliminary analysis of the table-building scenario 

described above, a  set of primitive actions was identified  

for the    HRP2.  Each  of  these actions, specified in Table 

1,  corresponds to a particular posture or posture sequence 

that is specified as the angles for a subset of the 30 DOFs.  

These actions have been implemented in python scripts that 

specify final joint  angles  and motion durations for the 

given postures.  The only existing HRP-2 capability we use 

is that of commanding joint angles and movement time in 

python scripts.  Script execution is triggered remotely by 

the CSLU   toolkit, and communicates directly with the 

low-level OpenHRP framework (Fig. 1).  The motion is 

achieved by   linearly interpolating joint angles   between 

the starting and final configurations, for each specific 

action.  We have chosen these simple actions in order to 

demonstrate the feasibility of the overall approach in the 

table-building scenario, with the expectation that they will 

generalize for application to other related tasks.  More 

complex functions are currently under development. 

 
Table 1.  HRP-2 Specific Action Commands  

Motor Command Resulting Actions 

Prepare Move both arms to neutral position, 

rotate chest to center, elevate left 

arm, avoiding contact with the work 

surface (5 DOF) 

OpenLeft Open left hand (1 DOF) 

CloseLeft Close left hand (1 DOF) 

Give it to me Rotate hip to pass the object in left 

hand to User1, left in Fig 1 (1 DOF) 

Hold Center hip, raise right arm preparing 

to hold table top (5 DOF) 

Right open Open right hand (1 DOF) 

Right close Close right hand (1 DOF) 

C. General learning and control commands 

In addition to the HRP-2 specific motion commands, the 

system requires a set of commands that allow the user to 

control the actual programming and program execution.  

These commands and their consequences are presented in 

Table 2.  When the user invokes the “Learn” command, the 

dialog system begins to encode the sequence of the 

subsequent commands that are issued.  The user proceeds 

to issue action commands to effect the desired task that will 

make up this sequence.  When the user has finished the 

part of the task he wants to program, he issues the “OK” 

command.  This results in the action sequence being 

written to a file.  Now, when the “Macro” command is 

issued, this file is read into an array, and the commands are 

sequentially executed.  During these executions, the 

behavioral scenarios above also identified the requirement 

for a conditional wait, in which the execution of a stored 

sequence waits for the user to finish what he is doing 

which the user signifies with the “continue” command. 

Thus, when the “wait” condition is issued, the system 

pauses until the “continue” command is issued. 

 

Table 2.  SLP Learning and Control Commands 

Commands Correspondence 

Learn Begin encoding subsequent commands 

OK  Store encoded command sequence in 

macro 

Macro  Execute the stored macro  

Wait  Interrupt command execution until a 

spoken “continue” command is issued  

Continue Terminate the “wait” pause and resume 

execution. 

IV. EXPERIMENTAL RESULTS 

In order to evaluate the implemented system, we 

performed two experiments that involved human-robot 

cooperation via SLP.  In the first experiment, two human 

users and the robot cooperate to construct a small table.  In 

the second experiment, they cooperate again, this time to 

take the table apart.  In our initial development, only the 

first experiment was planned, but when it was successfully 

accomplished we wanted to determine if the set of action 

primitives we had developed were indeed general enough 

to extend to a new but related task of disassembling the 

table. 

Each of the two experiments will be presented, followed 

by an analysis of the effects of the ability to program on 

measures of efficiency of task completion. 

A. Experiment 1: Assembling the table 

In the following paragraphs we provide the literal 

transcription of the human-robot dialog, annotated with 

explanation about the corresponding human and robot 
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behavior and key system functions in <> brackets.  Robot 

language will be indicated in italics, and human language 

in plain text, with main commands in bold. 

 

1) Phase 1.  Spoken language commanding. 

The users begin their first interaction with the robot.  

User1 controls the task via spoken language.  Because the 

task is new to him, he proceeds for the moment only by 

commanding the robot, with no programming. 

 

Dialog:  <Robot initiates the interaction> I am ready.  

Prepare. You said prepare? Yes. <Because of possible 

errors in speech recognition, we choose to have an explicit 

validation on each command as illustrated here>.  

Preparing to grasp.<Robot raises left hand > I am ready.  

Left open.  You said left open?  Yes.  Opening left hand. 

<Robot opens left hand>  I am ready.  <User2 places the 

table leg in the robot’s left hand as in Fig2A)> Left close. 

You said left close.  Yes.  Closing left hand.  <Robot closes 

left hand to grasp the table leg> I am ready.  Give it to me.  

You said give it to me?  Yes.  Giving you the object.  

<Robot turns to its right, holding the table leg out to 

User1>  I am ready.   

 

 
Figure 2.  Cooperative task execution.  A. User2 hands leg to Robot.  B.  

Robt hands leg to User1.  C. User1 gives table to Robot.  D. Robot holds 

table while User1 attaches leg. 

 

Left open. You said left open? Yes.  Opening left hand. 

<As the Robot opens the hand, User1 reaches for and 

grasps the table leg (as in Fig. 2B)>  I am ready.  Hold. 

<the first of several primitives required for the robot to 

hold the table while User1 attaches the leg.> You said give 

it to me?  No. <This is an example of a speech recognition 

error.>  I am ready.  Hold.  You said hold?  Yes.  Getting 

ready to hold. <The robot orients to the work surface and 

raises its right hand.  I am ready.  Right open.  You said 

right open?  Yes.  Opening right hand. <With the robot’s 

right hand open, User1 places the table top within the 

robot’s grasp (Fig. 2C).   I am ready.  Right close.  You 

said right close?  Yes. Closing right hand. I am ready.  

Wait.  You said wait?  Yes.  Waiting for your signal 

<During this wait period, User1 attaches the leg to the table 

as in Fig2D, and then gives the “continue” command when 

ready.>  Continue.  I am ready.  Right open.  You said 

right open?  Yes.  Opening right hand.  <User1 takes the 

table from the robot and prepares for the next leg.> I am 

ready. 
 

2) Phase 2: Programming the Robot 

At this point, User1 has used spoken language tele-

operation to enlist the robot’s assistance in attaching the 

first leg to the table, as indicated in Fig. 2.  Given the 

knowledge of the task User1 has gained, he is now ready to 

“program” the robot for the repetitive component of the 

task by using the “learn” command. 

Dialog:  Learn.  You said learn?  Yes.  I’ll start learning 

now.  I am ready.  Prepare.   …The interaction continues 

as in Phase 1 until the end …  Continue.  I am ready.  

Right open.  You said right open?  Yes.  Opening right 

hand.  <User1 takes the table>. I am ready.  OK.  You said 

OK?  Yes.  OK we will store this plan.  I am ready. 

 At this point the sequence of commands including the 

conditional wait are now stored as an SLP macro for 

immediate re-use. 

 

3) First Execution of Stored Program Macro 

Dialog: Macro.  You said macro?  Yes.  Running the 

macro.  Preparing to grasp.  Waiting for your signal.  

Continue.  Closing left hand. <Robot takes leg from U2>  

Giving you the object.  Opening left hand.  <U1 takes leg>. 

Getting ready to hold.  Waiting for your signal.  Continue.  

Closing right hand.  Waiting for your signal <User1 

attaches the leg>.  Continue.  Opening right hand.  In line 

macro finished.  I am ready.  <Third leg is now attached. 

User1 takes the table.   Same procedure with macro for 

attaching fourth leg.> 

 

4) Performance Analysis of SLP Effects  

During the assembly of the first two legs, User1 issued 

10 distinct commands for each of the two legs.  Installing 

legs 1 and 2 took 3min 25sec and 3min 24sec.  Once the 

program was learned, for legs 3 and 4, a single command 

initiated the program, and the user was only required to 

issue 3 “continue” commands in order to indicate to the 

robot that he was ready to proceed.  Execution time was 

reduced to 2:11 and 2:33 respectively.  The ability to 

execute a suite of primitive behaviors with a single 

command had a significant impact on the execution time 

for completion of the task.  Fig 4 indicates the average 

execution times for the individual commands under the 

explicit command conditions without the programmed 

macro (CMD) at 25.14 sec/operation, and under macro 

program execution conditions (PRG) at 15.00 

sec/operation.  We performed a statistical analysis of the 

variance (ANOVA) in these completion times examining 
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the effects of Repetition (i.e. first and second trial in either 

the CMD or PRG mode), and Programming condition (i.e. 

CMD vs PRG).  Only the Programming condition had a 

significant effect on the completion times (ANOVA, 

Programming Effect:  F(1,6) = 109, p < 0.0001).  These 

results demonstrate that SLP not only eliminates the need 

to enumerate the successive commands, it also significantly 

reduces the task completion time. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Experiment 2:  Disassembling the Table 

Part of the utility of a spoken language capability for 

robot programming (as for traditional programming) will 

be to allow the human user to program arbitrary behaviors, 

rather than just a single behavior.  Experiment 2 thus tests 

whether the system that was developed for assembling the 

table could equally well serve to allow the user to program 

the robot to aid in disassembling the table.   

Disassembly resembles the reverse process of assembly.  

User1 will first ask the robot to hold the table while he 

removes the leg.  User1 will then put the robot into the 

“give it to me” posture, with the left hand open, give it the 

leg, and then issue to “prepare” command so that the robot 

passes the leg to User2 who then puts it away. For ease of 

reading, we dispense with the portion of the dialog in 

which the robot asks for confirmation of each command. 

 

1) Phase 1.  Spoken language commanding. 

Dialog:  I am ready.  Hold.  Getting ready to hold.  I am 

ready. Right open.  Opening right hand.  I am ready.  

<User2 puts table in robot’s hand> Right close.  Closing 

right hand.<Robot grasps the table> I am ready. Wait.  

Waiting for your signal.  <User1 unscrews the first leg 

while the robot holds the table> Continue.  I am ready.  

Right open.  Opening right hand. <Robot releases table, 

User1 takes the table and places it on the work surface> I 

am ready.  Prepare.  Preparing to grasp.  <Right hand 

descends, left hand raises, preparing to take the leg> I am 

ready.  Give it to me   Giving you the object.  <This is a bit 

counter-intuitive.  With this command robot rotates its hip 

to face User1>.  I am ready.  Left open.  Opening left 

hand.  I am ready.  <User1 places the first table leg within 

the robot’s left hand.>  Left close. Closing left hand. 

<Robot grasps the leg> I am ready.  Prepare.  Preparing 

to grasp <Robot orients to User2> .  I am ready.  Left 

open.  <User2 takes the leg.>  I am ready. 

 

2) Phase 2: Programming the Robot 

As in the previous experiment, after one run with the 

first leg, User1 is now ready to program the robot.  Again, 

the user initiates the program storage by saying “Learn”.  

He then executes step-by-step the procedure for taking a 

leg off and passing it to User2 with the help of the robot, 

and finally storing this program by saying “OK”.  The 

important point is that by using exactly the same primitives 

but in a different sequence we were able to generate a new 

stored macro on the fly for a different, but related, task, 

thus demonstrating the generalization capability of the SLP 

system. 

 

3) First Execution of Stored Program Macro   

I am ready.  Macro.  Running the macro.  Getting ready 

to hold.  <User1 places the table in the robot’s right hand> 

Closing right hand.  Waiting for your signal.  < User1 

unscrews the leg and then tells the robot to continue>.  

Continue.  Opening right hand <Robot releases table, 

user1 places it on table surface> Preparing to grasp. 

<Right hand descends, left hand raises, preparing to take 

the leg>  Giving you the object. <Robot rotates hip to face 

User1>. Closing left hand. <Robot takes the leg from 

User1>Preparing to grasp.  <Robot orients to User2> 

Opening left hand <Robot gives the leg to User2> The 

second execution of the macro for the final leg is identical, 

and the table is thus taken apart.   

 

4) Performance analysis 

As in Experiment 1, the use of the programming 

capability for the third and fourth leg (executed in 2:51 and 

2:51 respectively) yielded significant reductions in 

execution time as compared with the first two legs 

(executed in 3:57 and 4:11 respectively).  To compare 

performance in the two experiments we performed a 3 way 

ANOVA with the factors Experiment (Exp1 vs. Exp2),  

Programming vs simple voice Commanding (PRG vs 

CMD), and Repetition (First vs. second repetition in each 

condition).   Figure 3 indicates that both for Exp1 and 

Exp2 the completion times were elevated for the CMD vs 

PRG conditions, i.e. action execution was slower when 

programming was not used.  The ANOVA reveled that 

only the Programming effect was significant (F(1,6) = 277, 

p < 0.0001).  

V. DISCUSSION 

Over the past several years we have experimented with 

spoken language control of different robot systems 
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including the AIBO ERS-7, the Khepera mobile robot, and 

the Lynx-6 arm (see 

http://dominey.perso.cegetel.net/RobotDemos.htm for 

video demos) [3-8].  Part of our goal in these efforts has 

been to develop a generic system for commanding and 

programming robots that can be rapidly adapted to new 

robotic platforms.   

1) Lessons learned  

In this context, the current research has yielded for the 

first time, the ability for a human user to employ spoken 

language to program a humanoid robot in real time to 

participate with  humans in two distinct cooperative and 

complex object manipulation tasks.  Despite this positive 

outcome, however, we have not yet fully exploited the 

potential richness of the predicate-argument structure of 

grammatical constructions.  There are two important 

considerations to note here.  First, a 3 month field study 

with an interacting robot [17] concluded that expectations 

on language-based interfaces have often been too high, and  

that “we need rich empirical experience of the use of 

robust and simple systems in order to formulate new and 

relevant questions,” justifying our simplified (and 

successful) approach.  Second, this simplified approach has 

aided us in generating  requirements for higher level 

predicate argument representations for robot action and 

perception that will allow us to more deeply exploit the 

communicative richness of natural spoken language.   

2) Related Research 

Communicative interaction that will allow humans to 

truly cooperate with robots is an open and active area of 

research.  Progress towards this objective is being made in 

part via well-documented methods for action learning that 

include demonstration and imitation [13-14].   Language 

has been used in this context for correcting and clarifying 

what is being learned by demonstration [9].  One of the 

fundamental requirements is to establish the grounded 

meaning at the base of the communication, that is the link 

between human language, and robot action and perception.  

This has recently been explored and developed in the 

domain of language based navigation [10, 11].  Roy and 

colleagues further establish these links via an amodal 

Grounded Situation Model that integrates perception, 

action and language in a common framework for language 

based human-robot cooperation [12].  We have made 

progress with a system that can learn grammatical 

constructions which make the mapping between predicate-

argument representation of action as perceived by a robot 

vision system, and natural language sentences that describe 

that action, generalizing to new action scenes [3, 4].  In this 

context of language-based human-robot cooperation, the 

current research demonstrates - for the first time - the 

capability for a human user to tell a humanoid what to do 

in a cooperative task so that in real time, the robot performs 

the task, and acquires new skills that significantly facilitate 

the ongoing cooperative human-robot interaction. 
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