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Abstract— This paper and video present the components
and flight tests of an indoor, multi-vehicle testbed that was
developed to study long duration UAV missions in a controlled
environment. This testbed is designed to use real hardware to
examine research questions related to single- and multi-vehicle
health management, such as vehicle failures, refueling, and
maintenance. The testbed has both aerial and ground vehicles
that operate autonomously in a large, indoor flight test area and
can be used to execute many different mission scenarios. The
success of this testbed is largely related to our choice of vehicles,
sensors, and the system’s command and control architecture.
The video presents flight test results from single- and multi-
vehicle experiments over the past year.

BACKGROUND

Unmanned vehicles are being used by a number of or-

ganizations to locate, observe and assess objects of interest

from sophisticated operator stations miles from the area of

operations. While many researchers have been discussing

autonomous multi-agent operations [1], [2], more work is

needed on how to perform health management for au-

tonomous task groups. In the past, the term “health manage-

ment” was used to define systems which actively monitored

and managed vehicle sub-systems (e.g., flight controls, fuel

management, avionics) in the event of component failures.

In the context of multiple vehicle operations, this definition

can be extended to autonomous multi-agent groups: teams

involved in a mission serve as a “vehicle system,” each

vehicle is a sub-system of each multi-agent team, and so

on.

As discussed in [3], many research groups have used

outdoor test platforms to verify theories relating to innovative
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UAV concepts [4], [5], [6], [7]. In addition, there are a

number of indoor testbeds that have been built to study

multi-agent activities [8], [9]. These testbeds have a number

of limitations that inhibit their utility for investigating the

health management of UAV teams performing large-scale

missions over extended periods of time. For example, out-

door platforms can only be tested during the proper weather

and environmental conditions. In addition, these external

UAVs also typically require a large support team, which

makes long-term testing logistically difficult and extremely

expensive. Furthermore, many of the indoor testbeds are

either 2D or operate in 3D in a very limited flight volume.

In contrast, the MIT indoor multi-vehicle testbed is

uniquely designed to study long duration missions in a con-

trolled environment. This testbed is being used to implement

and analyze the performance of techniques for embedding

the fleet and vehicle health state into the mission and UAV

planning. In particular, we are examining research questions

related to vehicle and multi-agent health management issues,

such as vehicle failures, refueling and maintenance using

real hardware. The testbed is comprised of aerial and ground

vehicle components, allowing researchers to conduct tests for

a wide variety of mission scenarios. We have demonstrated

a number of multi-vehicle coordinated test flights (using

both autonomous ground and air vehicles). Currently, we are

able to fly more than four air vehicles in a typical-sized

room, and it takes no more than one operator to set up the

platform for flight testing at any time of day for any length

of time. At the heart of the testbed is a global metrology

system that yields very accurate, high bandwidth position

and attitude data for all vehicles in the entire room. Our

testbed configuration does not require modifications to off-

the-shelf radio-controlled vehicle hardware. As a result, this

platform is ideal for the rapid prototyping of multi-vehicle

mission management algorithms since it can be operated over

long periods of time using one person at a fraction of the

cost of what would be needed to support an external flight

demonstration.

TESTBED ARCHITECTURE AND COMPONENTS

As shown in Figure 1, the testbed architecture has four

major components; a mission planning level to set the system

goals and monitor system progress, a task assignment level

which (in general) assigns specific tasks to a vehicle or

vehicle group in order to support the overall mission goals,

a trajectory design level which directs each vehicle and its

subsystems on how to best perform the actual tasks provided

by the task processing level, and a control processing level
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Figure 1: Testbed Architecture Block Diagram

designed to carry out the activities set by upper-levels in the

system. Note that health information about each component

in the system is provided to and used by each component

in the architecture in the decision making process. The

health monitoring components are designed to evaluate the

performance of each component and provide feedback to the

rest of the system (and operator) regarding its progress and

mission effectiveness. This information is used by the rest of

the system to potentially adjust or redirect its mission and/or

task goals as the mission is taking place.

To test and demonstrate the real-time capabilities of these

health management algorithms in a realistic, real-time envi-

ronment, we developed a low-cost, indoor testing environ-

ment which could be used over extended periods of time in

a controlled environment. The vehicles used in the platform

are commercially available and off-the-shelf (COTS) R/C

vehicles is designed to be durable and safe – making them

suitable for an indoor flight testbed. In addition, no structural

or electronics modifications were made to the air vehicles

used in these flight tests, which helps to maximize flight

time and reduce stress on the motor/blade components. All

computing for this system is done on ground-based comput-

ers, which have two AMD 64-bit Opteron processors, 2 Gb

of memory and run Gentoo Linux. The control and command

processing is processed by this computer and sent over an

RS-232 connection from the vehicle’s control computer to

the vehicle’s R/C Transmitter over the transmitter’s trainer

port interface.

A Vicon MX camera system [10] is used to detect the

vehicle’s position and orientation in real-time. By attaching

lightweight reflective balls to the vehicle’s structure, the

Vicon MX Camera system can track and compute each

vehicle’s position and orientation information up to 120 Hz

with a 10 ms delay. This data is then transmitted via ethernet

to each vehicle’s ground based control computer.

In addition, the testbed is designed with an automated

system task manager. Since each air vehicle in the system

can take-off and land autonomously, the task manager au-

tonomously manages every air and ground vehicle controlled

in the system using these task level commands (shown

in Figure 2). As a result, multi-vehicle mission scenarios

(e.g., search, persistent surveillance) can be organized and

implemented by the task manager autonomously. Finally, the

system is designed to allow an operator to issue a command

to any vehicle (at any time) through the operator interface,

which includes a 3D display of the objects in the testing area

and a GUI that displays vehicle health and state data, task

information, and other mission-relevant data.

Figure 2: Testbed Command & Control Architecture
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