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Abstract— This paper proposes a new multilateral position-
position shared control architecture for dual-user haptic train-
ing. The proposed controller allows interaction between both
users, the trainee and the trainer, as well as between the users
and the virtual slave robot and environment. It also allows for
the adjustment of the dominance of the trainer over the trainee
in interaction with the virtual slave and environment through a
dominance factor parameter. The issue of transparency in such
collaborative haptic simulation system has been discussed. A
performance index has also been defined to quantify the users’
skill for a specific task under study. This metric is used to
identify the maximum allowable dominance of the trainee over
the trainer. Haptic simulation experiments have been carried
out with two Planar Twin Pantograph haptic devices and a
simulated pantograph as the slave robot.

I. INTRODUCTION

The vast majority of existing telerobotic and haptic ap-

plications involve an operator (user) at one end and a real

or virtual environment at the other end interacting with

each other [1]. Emerging applications of haptic technology

are in human haptic guidance for rehabilitation [2] and

surgical training [3] in which two users interact with each

other via two haptic interfaces and a shared real or virtual

environment.

Haptic controllers are designed to obtain stability and

transparent performance. Transparency is a condition, at

which the operator feels like physically being at the vir-

tual site and performing the task directly. For single-

master/single-slave (or environment) haptic systems, trans-

parency is quantitatively defined as matching between the

impedance transmitted to the operator and the environment

impedance [4]. Sirouspour generalized the concept of trans-

parency for multiuser teleoperation systems by introducing

a desired virtual cooperative tool impedance, which allows

the adjustment of the impedances felt by the users [5]. As

it will be shown in this paper, the conventional definition of

transparency is no longer applied to dual-user collaborative

haptic systems, since one operator sees not only the environ-

ment impedance but also the other operator’s impedance. In

this paper, we tackle the issue of transparency in a dual-user

collaborative haptic system by calculating the transmitted

impedance to each operator.

There has been a number of control architectures proposed

for multi-master/multi-slave teleoperation or haptic systems

[2], [5], [6], [7]. Sirouspour in [5] proposed a four-channel

µ-synthesis-based control architecture to control multiple
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slave robots holding a common tool for manipulating an

environment [5]. The closed kinematic chain formed by the

slave robots and the tool imposes constraints on the motion of

the slaves. In [7], a two-channel multilateral position-position

adaptive controller has been introduced. However, no user

study results on control share or users dominance have been

reported in these works.

In [6], Nudehi et al. proposed a shared control strategy

for haptic collaboration between a trainer and a trainee in

performing tele-surgery using H-∞ control method. In their

architecture, the slave robot is controlled unilaterally and no

kinesthetic feedback is provided to the users from the slave.

In the cooperative architecture developed in [2], both master

robots are independently interacting with the virtual object,

which is considered as the slave.

As opposed to [2] and [6], the multilateral control architec-

ture proposed in this paper is designed for direct interaction

between the two users (trainer and trainee) as well as between

the users and the environment through the two masters and

slave robots. The shared nature of the proposed controller

makes collaboration between the two users easy in such a

way that a user can have no, partial or full control over

the slave movement in the environment and can also affect

the other user movement at the same time. The kinesthetic

feedback from slave robot to both users help the users to

feel the environment. As in [6], a dominance factor controls

the supremacy of each user’s authority over the slave robot

and can be set based on the skill of the users. To quantify

users’ skill, a suitable performance index is defined with

regard to the designed experiment. Experiments are carried

out on a dual-user haptic simulation system including two

three degree-of-freedom (3-DOF) Planar Twin Pantograph

haptic devices interfacing trainer and trainee and a simulated

pantograph as the slave robot performing tasks in a shared

virtual environment. The data collected from user study

experiments for path following task with six trainee subjects

are employed to quantify the trainees’ skills and to determine

the minimum dominance factor to set for each trainee.

This paper is organized as follows. The proposed shared

control architecture for a dual-user haptic system is intro-

duced in Section II. Transparency performance analysis is

presented in Section III. The path following skill of six sub-

jects are quantified in Section IV. Finally some concluding

remarks are given in Section V.

II. COLLABORATIVE HAPTIC SIMULATION SYSTEM

A. Multilateral Shared Control Architecture

The proposed multilateral position-position shared control

architecture is shown in Figure 1 in which the operator1 is
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Fig. 1. Block diagram of the proposed multilateral position-position shared control architecture.

the trainer and operator2 is the trainee. The operators and the

environment are modeled around their operating points with

one-port networks, exhibiting Linear-Time-Invariant (LTI)

dynamics:

Fh1 = F∗
h1 −Zh1Vh1 (1)

Fh2 = F∗
h2 −Zh2Vh2 (2)

Fe = F∗
e +ZeVe (3)

where Zh1, Zh2, and Ze are the operators and environment

impedances, Vh1, Vh2 and Ve are operators and environment

positions1, Fh1, Fh2, and Fe are the operators forces applied

to the master robots and the slave force exerted on the

environment, and F∗
h1, F∗

h2 and F∗
e are the exogenous force

inputs generated by the operators and the environment,

respectively.

The master and slave robots are modeled by LTI two-port

networks. The dynamics of the masters and slave in Laplace

domain, assuming that the operators are interfaced with the

masters and the slave is in contact with the environment, are

1Since impedance is expressed as the ratio of force to velocity, kinematic
variables including position, velocity, and acceleration are collectively
shown by V and referred to as position.

expressed as:

Zm1Vh1 = Fh1 +Fcm1 (4)

Zm2Vh2 = Fh2 +Fcm2 (5)

ZsVe = −Fe +Fcs (6)

where Zm1 := Mm1s, Zm2 := Mm2s and Zs := Mss represent

the LTI mass models of force actuated master and slave ma-

nipulators, and Fcm1, Fcm2 and Fcs are the control commands.

For a position-position two-channel multilateral controller:

Fcm1 = Cm1(Vh1d −Vh1) (7)

Fcm2 = Cm2(Vh2d −Vh2) (8)

Fcs = Cs(Ved −Ve) (9)

where Cm1 := Bm1 + Km1
s

, Cm2 := Bm2 + Km2
s

and Cs := Bs +
Ks
s

denote the local position PD controllers, and Vh1d , Vh2d ,

and Ved are the desired positions for masters and slave

robots transmitted through the communication channel. In

our proposed shared control architecture, the masters and

slave are interconnected and the desired position commands

Vh1d , Vh2d , and Ved are shared between the positions of the

other two robots, that is

Vh1d = αVe +(1−α)Vh2 (10)

Vh2d = (1−α)Ve +αVh1 (11)

Ved = αVh1 +(1−α)Vh2 (12)
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where α is the dominance factor, and α ∈ [0 1]. The control

authority of operator1 (trainer) and operator2 (trainee) over

the slave robot are determined by α and 1−α , respectively.

Substituting (10)-(12) in the control commands (7)-(9) and

using the resulting commands in (4)-(6), the masters and

slave closed-loop dynamics can be expressed as:

Fh1 = Zcm1Vh1 − (1−α)Cm1Vh2 −αCm1Ve (13)

Fh2 = Zcm2Vh2 −αCm2Vh1 − (1−α)Cm2Ve (14)

Fe = −ZcsVe +αCsVh1 +(1−α)CsVh2 (15)

where Zcm1 := Zm1 +Cm1, Zcm2 := Zm2 +Cm2, and Zcs := Zs +
Cs are the dynamics of the PD controlled master and slave

robots.

B. User Dominance in Shared Environment

The proposed architecture is designed for training pur-

poses, so that the trainer can control the trainee’s movement

and the trainee can feel the trainer’s commands through

his/her haptic device. The users can also have no, partial or

full control over the slave robot. These features are realized

by introducing the dominance factor, α , which determines

the supremacy of the users over the slave robot and over

each other.

When α = 1, Vh1d = Ve and Ved = Vh1; thus, master1 and

slave form a position-position two-channel bilateral control

system [8]. Since Vh2d =Vh1, the motion of the trainee (mas-

ter2) is fully controlled by the trainer (master1). This case is

called training mode. When α = 0,in a dual manner, master2

and slave form a bilateral two-channel control system and the

trainee (master2) has full control over the trainer (master1).

In this mode, the trainer is dragged by the trainee, which

is suitable for evaluating the trainee’s performance. If α is

between zero and unity, both users can control the slave

robot and the trainer can guide the trainee to perform a

task collaboratively in a shared environment. A value of α
between zero and unity can be allocated to trainee based

on the trainee’s skill on performing a specific task. The

difference between the shared control architecture in [6] and

the one we proposed is that, in [6] there is no kinesthetic

force feedback from the environment and in the extreme case

of α = 1, the trainer cannot drag the trainee.

III. PERFORMANCE ANALYSIS: TRANSPARENCY

Based on the Lawrence definition of transparency a

single-master/single slave teleoperation system is said to

be transparent if the impedance transmitted to or felt by

the operator equals to the environment impedance (when

environment exogenous input is nulled) [4]. In this section

we analyze transparency for collaborative haptic simulation

system, in which two users simultaneously perform on the

same task in a shared virtual environment. In such systems

one operator feels not only the environment impedance but

also the impedance of the other operator. In the proposed

architecture, as shown in Figure 1, transmitted impedances

Impedance M B K

Ms+B+ k
s

Kg Nsec/m N/m

Environment Impedance
Soft Ze 0.1 1 1

Medium Ze 1 10 100
Hard Ze 1 100 10000

Hand Impedance 1 10 100
Zh1 and Zh2

Robot Impedance 0.2 0 0
Zm1 , Zm2, and Zs

Position Controller 0 2 10
Cm1 , Cm2, and Cs

TABLE I

PARAMETERS VALUE OF IMPLEMENTED MULTILATERAL CONTROL

ARCHITECTURE.

to the operators, Zto1 and Zto2, are defined as:

Zto1 :=
Fh1

Vh1

|F∗
e =0,F∗

h2
=0 (16)

Zto2 :=
Fh2

Vh2

|F∗
e =0,F∗

h1
=0 (17)

And after some calculation, the transmitted impedances

Zto1 and Zto2 can be expressed as follows:

Zto1 = Zcm1 −
α2Cm1Cs

Ze+Zcs
− α(1−α)Cm1Cm2

Ze+Zcs
×

(Zcs+Ze+αCs)((1−α)Cs+Ze+Zcs)
(Ze+Zcs)(Zcm2+Zh2)−(1−α)2Cm2Cs

(18)

Zto2 = Zcm2 −
(1−α)2Cm2Cs

Ze+Zcs
− α(1−α)Cm1Cm2

Zcs+Ze
×

(Zcs+Ze+(1−α)Cs)(αCs+Ze+Zcs)
(Ze+Zcs)(Zcm1+Zh1)−α2Cm1Cs

(19)

For α = 1, when the trainer is fully dominant over the

trainee and the slave robot, the transmitted impedances, Zto1

and Zto2 are simplified to:

Zto1|α=1 = Zcm1 −
Cm1Cs

Ze +Zcs

(20)

Zto2|α=1 = Zcm2 (21)

In this situation, as mentioned before, master1 (trainer)

and the slave form a two-channel bilateral system and (20)

is the transmitted impedance for such systems. On the other

hand master2 does not affect the closed-loop dynamics

of master1 in (13) thus master1 position Vh1 acts as an

exogenous desired command for master2 in (14), which is

nulled for F∗
h1 = F∗

e = 0 when deriving Zto2. Therefore, the

only impedance that master2 experiences is the closed-loop

dynamics of the position controlled master2, i.e. Zcm2. In

other words, the trainee does not see master1, Zh1, and

the environment, Ze, at all. When α = 0, the transmitted

impedances become:

Zto1|α=0 = Zcm1 (22)

Zto2|α=0 = Zcm2 −
Cm2Cs

Ze +Zcs

(23)

which in this case, due to the lack of mutual interaction

between the trainer and the trainee, the trainer only feels

his/her device impedance. This situation is dual to the

previous case, i.e. α = 1.
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Fig. 2. Bode diagram of Zto1 for operation in (a) free motion, and on (b)
soft, (c) medium and (d) hard environments, for α = 0, 0.2, 0.4, 0.6, 0.8, 1.

When α ∈ (0 1), as it can be implied from (18) and

(19), each operator sees not only his/her device impedance

and environment impedance but also impedance of the other

operator. Figure 2 shows the bode diagram of the transmitted

impedance Zto1, with various α when slave is in free motion

or in contact with soft, medium or hard environments.

Table I shows the parameter values used in the simulation.

The masters and slave control parameters are selected such

that their closed-loop dynamics have fastest non oscillatory

response. The operators impedances Zh1 = Zh2 represent the

typical dynamics of a human arm with moderate muscle

contraction [9]. Since the two masters are similar, Zto1 and

Zto2 are the same when α changes from 0 to 1 for Zto1 and

from 1 to 0 for Zto2, i.e. Zto1(α) = Zto2(1−α). Therefore,

we only focus on one transmitted impedance, that is Zto1.

As it can be seen from Figure 2, at low to mid frequencies,

when the slave robot is in free motion, the nature of transmit-

ted impedance changes from stiffness to mass as α increases

from 0 to 1. This is attributed to the term
Cm1Cs

Zcs
, which almost

nulls Zto1 in (20). For 0 < α < 1, the transmitted impedance

Zto1 is also affected by Zh2, the operator2 impedance. When

interacting with environment, especially the harder ones, the

Master Robot 1
Trainer

Master Robot 2 
Trainee

Virtual Slave Position

Fig. 3. Picture of the collaborative haptic training experimental setup.

effect of changing α vanishes and the transmitted impedance

for different values of α becomes the same. This is because

as the environment impedance grows

Zto1 → Zcm1 −
α(1−α)Cm1Cm2

Zcm2 +Zh2

as |Ze| → ∞ (24)

Since |Zh2| >> |Zcm2| and in low to mid frequencies
|Cm1Cm2|
|Zh2|

≈ 1 << |Zcm1|, thus Zto1 → Zcm1 and the transmitted

impedance becomes independent of α .

For high frequencies (above 10 Hz), Zto1 is dominated by:

Zto1|high f req. ≈ Mm1s (25)

In this case, again as can be seen from Figure 2, the

transmitted impedance becomes independent α .

IV. HAPTIC GUIDANCE EXPERIMENTAL RESULTS AND

PERFORMANCE EVALUATION

A. Experimental Setup and Procedure

In this section, the performance of the proposed col-

laborative haptic controller is experimentally evaluated for

a specific task of following a square path. The proposed

multilateral shared controller is implemented on a dual-user

haptic simulation system consisting of two 3-DOF Planar

Twin Pantograph haptic devices that interface the users with

a simulated model of 3-DOF Planar Twin Pantograph as

the virtual slave, and an LTI mass-damper-spring dynamic

model representing a virtual environment (Figure 3). A

series of tests are conducted in which the trainer (operator1)

teaches the trainee (operator2) how to lead the slave robot to

follow a 100×100mm square path. During the test only the

trainer is able to see the desired square path and the actual

track of the slave. This privilege grants operator1 with an

extra knowledge set that a trainer needs when interacting

with trainees. The trainee only knows from where to start.

The dominance factor is set by the trainer in the order of

α = 1,0.75,0.5,0.25,0, signifying a shift of dominance from
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Fig. 4. The trainer master, the trainee master and the virtual slave positions
(solid line) traversing the desired square path (dash line).

the trainer to the trainee. Six subjects have been selected

as trainees, while the trainer remained the same for all

experiments. The above sequence of experiments has been

followed four times for each trainee subject.

B. Human Haptic Guidance Experiment

Figure 4 shows one loop of the path followed by the

trainee, the trainer and the slave in solid lines for different

values of the dominance factor. When α = 1 (training mode),

the virtual slave robot and the trainee receive command only

from the trainer. However, the slave robot is in interaction

with the trainer, not the trainee, and trainee is only dragged

by the trainer (top figures in Figure 4). By decreasing α
to 0.5 (guidance mode), the trainer and the trainee have

balanced dominance on the slave. As it can be seen from the

middle figures, the trainer corrects the trainee’s movement to

make the virtual slave robot follow the square path faithfully,

by pulling his/her master robot in the opposite direction (in-

side the square) of the trainee’s master motion . In this case,

both operators experience the same feel of the environment.

To give full authority to the trainee, α is changed to 0

(evaluation mode). Therefore, the trainee becomes dominant

over the the slave robot that receives command only from the

trainee. As a result, the slave follows the path very poorly.

Although the trainer tries to over compensate by pulling its

master robot deep inside the square, the trainer’s movement

does not have any effect on the trainee’s motion (bottom row

in Figure 4), since it is the trainee who drags the trainer.

C. Task-based Performance Evaluation

Figure 5 shows the workspace of the pantograph. The

robot should move on the black solid square. To calculate

the error the following strategy is applied. Depending on the

position of the robot end-point denoted by (Px, Py) in any of

Fig. 5. Workspace of the Planar Twin Pantograph.

the areas 1 to 5, the tracking error is derived from

e =































|b−Py| area1

|a−Px| area2

|−b−Py| area3

|−a−Px| area4

ed area5

(26)

where a = b = 50 mm, and ed is the Euclidean distance

between the robot’s position and the corresponding desired

square path corner in area 5. The dash line inner square in

Figure 5 specifies the borders between different areas within

the square. The size of the inner square is selected such that

the horizontal and vertical distance between the two squares

be 5 mm.

To quantify performance for our specific task, the follow-

ing performance index is defined:

J(α) =
1
n ∑i=1

n ei

l
(27)

where ei is the error at each sample point i, l is the length

of the traversed path by the robot end-effector, and n is the

number of samples. J is calculated after each trail for each

α . Since each trail is done four times for each α , the average

value of J is computed.

Figure 6 shows the average performance index J for the

trainer’s robot, the slave robot, and the trainee’s robot for all

the six trainee subjects. The following points can be deducted

from Figure 6:

• For all subjects, transferring authority from trainer to

trainee increases performance index, J.

• The slave performance index in the middle figure,

quantifies the skill of the subjects for the specific path

following task. For example, subject 5 demonstrates the

worst performance while subject 1 is the most skillful.

• Since all experiments are run with the same trainer, the

performance indices are very close when dominance is

fully transferred to the trainer.

• By looking at the slave performance index, the critical

dominance factor, αc, is defined as the dominance
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Fig. 6. Average performance indices of trainer, trainee and slave for
experiments with six trainee subjects.

factor at which the performance index ramps up. In

other words, αc is the minimum dominance factor that

can be assigned to a trainee to assure a good slave

performance with respect to the performance range of

that trainee. For subjects 1 to 6, the value of αc is

0.75, 0.5, 0.75, 0.75, 0.25, 0.25, respectively.

• Decreasing α (transferring authority to trainee) not only

causes generating higher performance indices for the

slave and the trainee, but also causes the trainer to

have poor performance. This is because of the trainer’s

compensating movement to correct the slave path.

• Making the slave robot follow the path closely, does

not necessitate position matching between the masters

and slave. Hence, the conventional force and position

matching definition for transparency is not desired for

this particular task.

The proposed haptic controller has application in surgical

training in which a trainer can teach his/her trainees to

perform a task in a virtual environment via two haptic

devices. The dominance factor, α , has an important role in

guiding the trainee for better task performance. Having done

the training procedure with α = 1, depending on the trainee’s

skill, the experienced surgeon can set the dominance factor

to a suitable value and allow the trainer to perform the task

in a collaborative environment. One can find a suitable value

for α by looking at the slave performance index profile and

selecting the critical value αc, which provides the best trade-

off between performance and the level of authority for the

corresponding trainee.

V. CONCLUSIONS AND FUTURE WORK

In this paper, a novel position-based multilateral shared

control architecture has been proposed and implemented on

a dual-user haptic training system. The controller has been

designed such that it allows for interaction between both

users and between the users and the virtual slave robot

interacting with a virtual environment. It also allows for

the adjustment of the trainer’s dominance over the trainee

through a dominance factor parameter. The analysis of

transparency for the dual-user collaborative haptic system

has revealed that the transmitted impedance to each operator

is not only affected by the environment impedance, but also

by the other operator impedance as well. This prompts the

need for a new definition of transparency for such systems,

which may also depend on the task at hand.

An experimental user study with six trainee subjects

has also been conducted to evaluate the trainees skills

in controlling the virtual slave in a shared environment.

The experimental results with a spatial performance index

designed for the specific path following task pointed at a

critical dominance factor, for each trainee subject, below

which the performance index ramps up. This point of de-

flection determines the maximum allowable dominance of

the trainee over the trainer for good performance considering

the performance range of that trainee.

Future work will focus on the use of filters rather than

scalar for the dominance factor and the implementation of

other haptic control architectures such as force-position and

four-channel for improved transmitted impedance.
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