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Abstract— A new remote control method of a moving robot
is proposed, where a moving robot is moved according to the
pointing position and orientation of the remote controller. The
remote controller consists of the camera and gyroscopes. The
landmark in a moving robot is recognized by the camera in
the remote controller and a robot is moved in the camera’s
pointing position and orientation. The ’virtual link’ term is
used since the robot is moved as if there is a link between the
robot and the remote controller. Gyroscopes are also used in
the remote controller so that fast estimation of the camera’s
pointing position and orientation is possible. The proposed
method is verified through experiments.

I. INTRODUCTION

Most popular remote controller for wheeled mobile robots
is the joy stick type, which is commonly used for playing
games or RC products. While joy stick type remote con-
trollers are easy to learn and use, it is sometimes difficult to
control wheeled mobile robots using them. For example, if
the path for the mobile robot is complicated, it is not easy to
remotely control it using the joy stick type remote controller.
Another difficult situation is to make the mobile robot follow
or lead a moving human, who has the remote controller.

For these reasons, different types of remote controllers
have been proposed. In [1], the Exosckeleton type motion
capturing device is used as the remote controller. A wheeled
robot is intuitively controlled based on the movement of
human arms, which is detected by the Exosckeleton type
motion capturing device. In [2], automatic tracking of a
human being by a mobile robot is proposed, where an
omnidirectional camera and a laser sensor is installed in a
mobile robot. Also for complicated path following, haptic-
feedback [3] is used for more easy remote control.

In this paper, we propose a new type of remote controllers,
where a camera and gyroscopes are used in the remote
controller. A landmark is placed in the mobile robot. From
the landmark vision, a camera center point projection (both
position and orientation) is computed and the robot is moved
according to the computed position and orientation. Thus if
a person moves and rotates the remote controller, the moving
robot is moved as if there is a bar or a link connected between
the remote controller and the moving robot. The term virtual
link is used to emphasize this feature. A camera alone
cannot maintain the virtual link when the remote controller
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is rotating fast; to handle this problem, gyroscopes outputs
are combined with camera vision.

Key technologies are estimation of position and orientation
of the remote controller and control algorithm of the mobile
robot. L. Naimark and E. Foxlin [4] provide a fairly complete
solution to the position and orientation estimation problem
using the landmark in the context of motion tracking. In
this paper, we use simpler landmark for ease and robustness
of landmark tracking. In [5], control algorithm for the
mobile robot is discussed when the target is given. The
control objective is slightly different in this paper since the
destination is constantly changing as the remote controller is
moving.

The paper is organized as follows. In Section II, the
system overview is given. In Section III, how to estimate
the remote controller’s pointing position and orientation is
described. The estimated position and orientation become
target position and orientation of the mobile robot. In Section
IV, how to move the mobile robot to the target position
and orientation is discussed. To verify the proposed method,
experiments are done in Section V and conclusion is given
in Section VI.

II. SYSTEM OVERVIEW

System overview is given in Fig. 1. The remote controller
consists of the camera and 3 gyroscopes. If the camera
sees four circles in the mobile robot, the camera position
and orientation with respect to the robot coordinate can be
computed [6].
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Fig. 1. Remote Control System Overview

From the camera position and orientation information, we
can compute projection of −y axis (the camera coordinate)

2007 IEEE International Conference on
Robotics and Automation
Roma, Italy, 10-14 April 2007

ThB10.4

1-4244-0602-1/07/$20.00 ©2007 IEEE. 2343



direction vector to the z = 0 plane (the robot coordinate):
see Fig. 2. Note that the most natural direction of the robot
movement is in the projected direction of −y axis (camera
coordinate). The origin of this projection vector is denoted
by (xt, yt) (in the robot coordinate): this point is where the
camera origin is pointing. The angle ψt is defined as the
angle between the projected vector and the x axis (the robot
coordinate).
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(robot coordinate)

(x t,yt)

t

Fig. 2. Projection of −y camera axis to the mobile robot

Once xt, yt, ψt are computed and transmitted to the robot,
the robot moves so that the robot’s position and orientation
coincide with (xt, yt) and ψt. This control strategy enables
a person to remotely control a mobile robot intuitively; just
point the remote controller to the direction and location you
want to move, then the robot will move to the direction and
location.

III. REMOTE CONTROLLER’S POINTING POSITION AND

ORIENTATION ESTIMATION

When the perspective projection is used, at least four
points are necessary for position and orientation estimation of
the camera [6]. We use circle type landmark as in Fig. 1. The
following is a brief description of the sequence of operations
used to identify four points (center of circles).

• Noise reduction : Gaussian filter is applied to the 640×
480 image to reduce the noise

• Edge detection : Canny filter is used for edge detection.
• Circle finding : Only proper size circle features are

selected testing the size (edge boundary rectangle size
smaller than 5 pixels or larger than 150 pixels are
thrown out) and the area ratio of the edge and the
boundary rectangle is tested (the ratio should be close
to π/4).

• Coaxial circle finding : Two circles with a white inner
circle and a black outer circle, whose centers are almost
the same, are selected. There should be three two-
coaxial-circles.

• Remaining one black circle finding : Using three two-
coaxial-circles, windows of remaining one black circle
candidate location are computed and search the proper
size (similar to the outer coaxial circle) black circle
within the windows.

• Four circle identification : If four circles with three two-
coaxial-circles and one black circle are found, centers
of four circles are computed. The black circle is labeled
as circle 1 and the others are labeled as circle 2, 3, 4
counter-clock-wise, respectively.

Let Pk,r (k = 1, 2, 3, 4) be the centers of four circles in
the robot coordinate and Pk,i and Pk,c be the corresponding
points in the image coordinate and the camera coordinate,
respectively:

Pk,r =


 Xk

Yk

0




r

, Pk,i =
[
xk

yk

]
i

, Pk,c =


 skxk

skyk

sk




c

.

Once the four points landmark is identified, the camera
position and orientation can be computed : i.e., we can
compute the rotation matrix R ∈ R3×3 and the transition
vector t ∈ R3×1, which satisfy the following relationship:

 Xk

Yk

0




r

= R


 skxk

skyk

sk




c

+


 tx
ty
tz




r

. (1)

Once R and t are computed, (xt, yt) (the point in the
z = 0 robot coordinate plane, where the origin of the camera
is pointing) can be computed as follows

xt � tx − tz
R1,3
R3,3

yt � ty − tz
R2,3
R3,3

.
(2)

The relationship (2) is from the following:
 xt

yt

0




w

= R


 0

0
st




c

+
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ty
tz




r

.

To compute ψt, we compute (xp, yp) from the following:
 xp

yp

0




w

= R


 0

−1
sp




c

+


 tx
ty
tz




r

. (3)

Note that [ xp − xt, yp − yt, 0 ]′r is the projected direction
of the camera −y axis to the z = 0 robot coordinate plane.

From (2) and (3), we obtain

xp − xt = −R1,2 + R3,2
R3,3

R1,3

yp − yt = −R2,2 + R3,2
R3,3

R2,3.
(4)

Now ψt can be computed as follows:

ψt � atan2(yp − yt, xp − xt). (5)

The camera position and orientation from vision data
can be computed as fast as 10 Hz sampling rate. Actual
sampling rate could be lower than 10 Hz if the remote
controller or the mobile robot moves fast so that the landmark
recognition success rate is falling. For more rigid virtual
link, three gyroscopes are used, whose function is to provide
higher sampling rate estimation of the orientation. The high
sampling rate estimation of position using double integration
of accelerometer outputs is also possible. However, it is
a more difficult task and remains as a future work. We

ThB10.4

2344



note that small change in the camera position only results
in small movement of a mobile robot. On the other hand,
small change in the camera orientation could result in large
movement of a mobile robot. This can be seen in (2), where
the small change in R3,3 could result in large change in xt

and yt. Thus fast estimation of the camera orientation is more
important than that of the camera position estimation.

The Euler angles are used as the camera orientation
parameters (with respect to the mobile robot coordinate):

a �


 φ
θ
ψ


 (6)

where the Euler rotation sequence is as follows: ψ (z axis)
→ θ (y axis) → φ (x axis) sequences.

Note that the Euler angles and the rotation matrix R are
related as follows [7] :

R =


 cosψ cos θ

cosψ sin θ sinφ− sinψ cosφ
cosψ sin θ cosφ+ sinψ sinφ

sinψ cos θ − sin θ
sinψ sin θ sinφ+ cosψ cosφ cos θ sinφ
sinψ sin θ cosφ− cosψ sinφ cos θ cosφ


 .

(7)

In the Kalman filter, we need to compute the Euler angles
from the rotation matrix R (derived from the vision data).
When R is obtained from the vision data, it is satisfied
−π/2 < θ < π/2, which means the camera is pointing
downward. If the camera is pointing upward, R cannot be
obtained from the vision data. Computing the Euler angles
from (7) is done as follows:

θ = sin(−R1,3)
φ = atan2(R3,3, R2,3)
ψ = atan2(R1,1, R1,2).

Let ωc ∈ R3×1 be the angular velocity with respect to the
camera coordinate and ωg ∈ R3×1 be the gyroscope outputs:

ωg = Rr→cωc + vg (8)

where Rr→c is a constant rotation matrix between the camera
coordinate and the remote controller coordinate.

Then the following relationship is satisfied [8]

ȧ = Eul(a)ωc (9)

where

Eul(a) �


 1 sinφ tan θ cosφ tan θ

0 cosφ − sinφ
0 sinφ sec θ cosφ sec θ


 .

From (8) and (9), we have

ȧ = Eul(a)Rr→c(ωg − vg) (10)

By integrating both sides using the following approximation∫ (k+1)T

kT
Eul(a)Rr→cvg dt ≈

T Eul(a(kT )))Rr→cvg(kT )∫ (k+1)T

kT
Eul(a)Rr→cωg dt ≈

T Eul(a(kT ))Rr→cωg(kT )

we have the following discretized equation:

a[k + 1] = a[k] + ṽ[k] + T Eul(a[k])Rr→cωg[k] (11)

where

a[k] � a(kT )
E{ṽ[k]ṽ[k]′} = T 2 Eul(a[k])Rr→cE{vgv

′
g}R′

r→c Eul(a[k])′.

The sampling period of gyroscope output is T � 10ms
and the sampling period of the vision data is NT = 100ms
with N � 10. Due to the image processing time, the a(kT )
estimation from the vision is available at time (k + M)T
with M � 5.

The measurement equation is given as follows:

avision[k] = a[k −M ] + vvision[k −M ] (12)

where avision is the Euler angles computed from the vision
data and vvision is the measurement noise of the vision. We
assume that vvision is zero-mean white Gaussian noise and
E{vvisionv

′
vision} = R. We also assume that vvision and ωg

are uncorrelated.
Note that avision[k] is available at most every 100ms.

When avision[k] is not available, we set R = ∞.
We applied the Kalman filter to model (11) and (12) to

obtain the camera’s position and orientation estimation. From
this estimation, we can compute (xt, yt) and ψt using (2) and
(5). We note that Ri,j can be computed from (7).

The computed (xt, yt) and ψt are transmitted to the mobile
robot through wireless communication. As a safety measure,
the stop command is transmitted if |θ̂| > π/2, which means
the remote controller is pointing upward. Thus the robot can
be stopped anytime by just pointing the remote controller
upward.

IV. MOBILE ROBOT CONTROL ALGORITHM

Control objective is to move the mobile robot so that
its position and orientation track the target position (xt, yt)
and orientation ψt, which is pointing position and direction
of the remote controller. Instead of using the fixed world
coordinate, we use moving world coordinates. When the
vision data is available, the moving world coordinate is
defined as the robot coordinate at that time. This moving
world coordinate does not change until the next vision data
is available. The robot position and orientation is defined
with respect to this moving world coordinate: the position is
denoted by (xr, yr) and ψr. We note that (xr, yr) and ψr are
computed from the dead reckoning of the robot. The robot
position and orientation is set to xr = yr = ψr = 0 when
new vision data is available and thus new moving world
coordinate is assigned.

In Fig. 3, the concept of the moving world coordinate is
illustrated. In (a), the moving world coordinate is assigned
since the new vision data is available. In (b), the robot is
moving toward the target position and orientation. In this
period, (xr, yr) and ψr is changing and the moving world
coordinate does not change. In (c), another new vision data is
available and thus new moving world coordinate is assigned
as the robot coordinate at the time. The robot position is
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reset so that xr = yr = ψr = 0 since the robot is in origin
with respect to the new moving world coordinate.

moving world
coordinate

(xt, yt, ψt)

xr = yr = ψr = 0

(a) the robot coordinate at the time vision data is available
becomes the (moving) world coordinate

moving world
coordinate

(xt, yt, ψt)

(xr, yr, ψr)

(b) (xr, yr, ψr) is changing as the robot moves

moving world
coordinate

new moving world
coordinate

(xt, yt, ψt)

xr = yr = ψr = 0

(c) new vision data is available and the new (moving)
world coordinate is defined

Fig. 3. World coordinate is changing whenever new vision data is available

There are a number of control algorithms (for example,
[5], [9]) for mobile robot posture stabilization, where both
position and orientation of robot is controlled. In our applica-
tion, the target position and orientation is constantly changing
as the user is moving the remote controller. In particular, we
don’t need sophisticated path generation algorithms since the
target is usually near and the target is likely to move away
to somewhere else before the robot is reaching the target.
Hence we use a simple control algorithm.

Let ul and ur be the control input to the left and right
motor. The kinematic model of a two wheeled robot is

ẋr = k1 cosψrup

ẏr = k1 sinψrup

dotpsir = k2uo

(13)

where

up � ur + ul

2
, uo � ur − ul

D
.

The parameter D is the length between two wheels and k1

and k2 are constants related to motors. The motor dynamics
is ignored since they are much faster than mobile robot
dynamics: thus, the right (left) motor speed is assumed to
be proportional to ur (ul). We use up (which control the
position) and uo (which control the orientation) as control
inputs.

Let the distance to target dt−r and the angle to the target
ψt−r be defined by

dt−r �
√

(xt − xr)2 + (yt − yr)2

ψt−r � atan2(yt − yr, xt − xr)

The pseudo-code of the control algorithm is given as
follows:
if td > d1

if ( |ψt−r − ψr| ≤ π/2 )
direction = 1
uo = ko1 × (ψt−r − ψr + π)

else
direction = -1
uo = ko1 × (ψt−r − ψr)

end
up = direction× kp × dt−r

else
up = 0
uo = ko2 × (ψt − ψr)

end
In the above algorithm, the angle computation result is

always adjusted so that the result is in the region of (−π, π].
For example, if ψt−r = 0.8π and ψr = −0.5π, then ψt−r −
ψr = −0.7π.

The proposed control strategy is simple. Until the robot
is near the target (i.e., the distance to target is less than d1),
the robot moves to the target direction. If the robot is near
the target, the robot rotates until ψt = ψr.

V. EXPERIMENTS

The remote controller is given in Fig. 4: IEEE 1394 camera
(Point Grey’s 640 x 480 dragonfly) and three orthogonally
aligned ADXRS150 (Analog Device) gyroscopes are used.

IEEE 1394 camera

ADXRS150
gyroscopes

Fig. 4. Remote Controller Structure

Two wheel mobile robot is used as in Fig. 5. The forward
direction is x axis direction of the robot coordinate.

The first experiment is to test the remote controller’s
orientation estimation. In Fig. 6, orientation estimation from
3 different experiments are given. In the first graph, we have
mainly changed φ while θ and ψ movement is suppressed.
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x axis

y axis

Fig. 5. Mobile Robot

The x mark in the graph is estimated using the vision and the
solid line is orientation estimate from the Kalman filter. It
can be seen that the Kalman filter estimate almost coincides
with the vision data when it is available, which means that
the Kalman filter output accurately estimate the orientation.
In the second graph, θ is mainly changed and in the third
graph ψ is mainly changed.

The second experiment is to test whether the mobile
robot is able to track the remote controller’s movement.
The remote controller is attached at the encoder so that it
can be rotated with hands (see Fig. 7). In this experiment,
a one-dimensional coordinate system is introduced, where
the origin is where the remote controller is. The remote
controller’s pointing position is denoted by Xt and the
robot’s position is denoted by Xr. Note that Xt and Xr

are different from xt and xr: xt is defined with respect to
the robot coordinate and xr is defined with respect to the
moving world coordinate.

The remote controller is moved with hands so that the re-
mote controller’s pointing position (Xt) increases. In Fig. 8,
the upper graph is Xt and Xr plot, which are computed
from the vision data. When the vision data is not available,
the previously computed values are used. Thus the constant
value means that the vision data is not available. This is
usually because the remote controller cannot recognize the
landmark due to the fast movement of the mobile robot. The
lower graph is Xt−Xr plot. If Xt−Xr < d1 = 70(mm), the
mobile robot is not moved to prevent too sensitive motion.
The remote controller began to move at time 3.2 sec and
it can be seen that the robot (Xr) is tracking the remote
controller’s pointing position (Xt)

To see the roles of gyroscopes, time interval between 3.2
sec and 3.9 sec is magnified in Fig. 9. The camera captures
images every 100 ms but it could not recognize the landmark
at 3.3, 3.5, 3.6, 3.7, 3.8 seconds since at this time the remote
controller’s orientation is changing fast and the mobile robot
is moving fast. As can be seen in Fig. 9, during this period the
target position is computed in the Kalman filter using (11).
Thus smooth remote control is possible even if the vision
data is not available.
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Fig. 6. Remote Controller’s Orientation Estimation Test

VI. CONCLUSION

A new remote control method for mobile robots using the
vision and inertial sensors (gyroscopes) are proposed. The
key technology is combination of vision and inertial data
so that the mobile is moved by simply pointing the remote
controller. Experiments have been performed in order to
validate the proposed method. This method could be applied
to semi-automatic control of cleaning robots and automatic
leading/following of a robot to the human operator. Future
research topic is to include accelerometer output, which
could enable more robust and smooth remote control of
mobile robots.
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