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Abstract— This paper proposes a dynamic model of DNA
microarray hybridization properties in moving fluid. Prior
experimental studies indicate hybridization efficiency is closely
related to fluid dynamics, temperature, DNA probe density
and microarray surface properties. Simulation results using the
model proposed here agree well with practical observations. The
model may be used to improve and manipulate performance
of DNA microarray hybridization, and implement as a control
model for hybridization automation to improve reliability and
robustness of microarray hybridization process.

I. INTRODUCTION

DNA microarrays are a dominant platform for genomics

research. More recently, these arrays have been applied to

medical diagnostics [1], [2].

One challenge for DNA microarray applications is obtain-

ing reliable microarray signals, which are often affected by

hybridization dynamics including fluid velocity, temperature,

and surface properties. For example, one surface property,

the density of binding sites, affects the binding reaction rate.

In addition, surface flatness also determines orientations of

single-stranded DNAs attached to the surface and affect the

DNA binding signal. Hybridization dynamics, especially in

fluid, often cannot be well controlled, which results in false

negative signals. Moreover, the time required to obtain results

is often determined from trial and error. Effective control

over the hybridization process could automate system ad-

justments to give reliable microarray signals. An automated

hybridization process can also improve robustness of the pro-

cess and provide high throughput. Most current microarray

hybridization techniques are passive hybridization that may

take several hours [3]. Some automated systems and new

methods have been proposed to increase the hybridization

efficiency, including DIG Easy Hyb system from Roche and

using the photovoltaic effect [4]. Unfortunately, no highly

accurate dynamic model is used for these systems. The

system parameter setup is mainly based on experiences.

This has been an obstacle to obtain reliable and repeatable

microarray signals.

The microrray signal depends on the hybridization ef-

ficiency with which available DNA strands in the fluid

hybridize with the binding sites. The hybridization efficiency

is determined by multiple dynamic and kinetic factors of the
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process, including fluid velocity, temperature, and the probe

density. Unfortunately, measuring how these variables affect

DNA binding at the molecular level is difficult. One reason

for this difficulty is hybridization behaviors are not simply

related to conventional binding rates seen in biochemistry

that is usually in solution. Instead, hybridization also depends

significantly on the environment of the binding site. For

example, hybridization depends strongly on probe density

in both the efficiency of duplex formation and the kinetics

of target capture [5]. As discussed in [6] and [7], both

temperature and fluid flow have important effects to the

hybridization results. Knowing precisely how these factors

affect microarray hybridization is critical to improve and

manipulate microarray performance.

Hybridization process automation, including microfluidics,

temperature and hybridization time control, can make the

hybridization more robust and parallel with high throughput.

An important issue for hybridization automation is develop-

ing a mathematical model to capture the key factors affect-

ing hybridization results such as diffusion, fluid dynamics,

temperature and timing effects. These factors can affect

hybridization performance in two ways. First, at a system

level, they alter the rate at which target molecules in the

fluid reach the binding spots on the microarray array. Second,

at a microscopic level, they affect the efficiency (i.e., rate)

of single strand binding. These effects can compete against

each other, leading to tradeoffs in the design of the array and

its operating environment. Further study of these effects is

necessary due to the concerns that 1) quantitative measures of

target capture during DNA microarray hybridization remain

an open issue; 2) consequences of multiple physical effects

on hybridization has not been well discussed in the literature;

and 3) improved understanding may provide quantitative

guidance to regulate the hybridization process. Though au-

tomated hybridization systems exist (such as DIG Easy

Hyb) in the market, no quantitative model for hybridization

automation has been proposed in the open literature. Thus

while existing systems provide a solution, other approaches

may lead to more effective hybridization, e.g., using control

based on a precise dynamic model of hybridization. Control

based on such models should be more effective and robust

than using trial and error to establish parameters.

Some dynamics modeling of the DNA hybridization pro-

cess has been reported. For example, models show how

temperature and the presence of mismatched binding affects

the signal [8], but without the effects of fluid flow. Kim,

et al. [9] reported the influence of flow rate, velocity,

DNA concentration, height of the channel and time on
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DNA hybridization kinetics. Numerical models also allow

investigating fluid transport effects [7]. The application for

these models, and that discussed in this paper, is for closed

microfluidic flow channels, which creates a laminar fluid

flow between two parallel plates whose width is much larger

than the spacing between the plates. Modeling DNA binding

dynamics at microarray surfaces in fluid is an open issue,

particularly finding appropriate tradeoffs between accuracy

of physical effects and knowledge of the necessary model

parameters to allow effective automation. This paper presents

a differential-equation based model of array performance and

uses the model to determine how array performance depends

on fluid velocity, temperature and probe density. Simulation

results are presented to validate the model against practical

observations. This paper is organized as follows. Sec. II

describes the model. Sec. III discusses simulation results and

analysis. Hybridization automation is proposed in Sec. IV.

The paper ends with discussions and conclusions in Sec. V.

II. MODEL DESCRIPTION

DNA microarray hybridization usually occurs in a hy-

bridization chamber, as indicated schematically in Fig. 1.

The hybridization chamber consists of two flat plates, spaced

a distance H apart, and with length and width of 2 and

4 inches, respectively. The microarray is centered on the

bottom layer, containing tens of thousands of DNA spots.

A whole human genome can be printed in a single chip.

Recent chips can contain DNA probes ranging from 103−106

spots. Each spot is usually for a distinct DNA molecule,

and includes about 108 single stranded DNA molecules for

binding complementary DNA molecules in the fluid passing

over the microarray. This number is obtained by assuming a

spot size of 50 micron in diameter and each strand occupies

an area 4 × 4 nanometer square area. The single-strand

molecules in a binding site are all the same.

When complementary DNA molecules encounter the

single-stranded DNA in a spot, they bind to available un-

bound molecules on the surface. The result of the process is

detected optically by fluorescence signal.

For simplicity, this paper focuses on the behavior of a

single binding site, with diameter L. We thus only consider

concentration of its associated DNA in the fluid. To focus on

fluid effects, we treat each binding site independently, i.e.,

ignore any binding of mismatched DNA since it occurs at a

much lower rate. This assumption means we do not model

false positives, though that would be a simple extension of

our model by considering another component in the fluid: a

mismatched DNA with lower affinity for the binding strands

than the true signal (an exact complementary match) [8].

We consider a two-dimensional slice through the container,

passing through the center of one of the binding sites, as

shown in Fig. 1. This approximation ignores effects of the

finite width of the binding site. We take the fluid to flow in

positive x direction and channel extending from the bottom

plane at y = 0, with the binding site, to y = H for the upper

plate. We consider a segment of the length of the channel

of length X0 > L. Specifically we take the upstream end
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Fig. 1. Schematic of slice through container. The binding site, of diameter
L, is shown in gray along the lower boundary. Arrows indicate boundary
conditions for the flux of the chemical dissolved in the fluid at the inlet
(left), outlet (right), and binding site. Fluid flows from left to right through
the channel.

of the segment to be at x = 0, the binding site to extend

over X ≤ x ≤ X + L and the downstream end of the

channel segment at x = X0. In this geometry, the fluid flow

is simple so the main effect of fluid dynamics arises through

the speed of the flow. Hence we focus on fluid velocity in

our study. Nevertheless, our model applies to more complex

geometries, e.g., channels with variable widths, which would

involve more complex fluid motions.

A. Behavior in the Fluid

For the flow speeds relevant here, the Reynolds number is

small and flow is laminar. For this geometry, with pressure-

driven flow the fluid velocity profile is parabolic: the velocity

(in the positive x direction) at location y is [10]

v = 6vavg

y(H − y)

H2
(1)

for 0 ≤ y ≤ H . The gradient in fluid velocity at the surface

y = 0 is 6vavg/H where vavg is the average speed of the

fluid in the channel.

The chemical of interest is dissolved in the fluid with

concentration C. This fluid flows through the channel past

the binding site. The chemical moves with the fluid and

also diffuses through the fluid. The concentration function

c(x, y, t), giving the concentration of the chemical at lo-

cation x, y in the channel at time t, satisfies the diffusion

equation [11]
∂c

∂t
+ ∇ · F = 0 (2)

where F = −D∇c + vc is the chemical flux, and v is the

fluid velocity (in the x direction) given by Eq. (1).

We take the initial concentration in the fluid by the binding

site to be zero, i.e., c(x, y, 0) = 0. This contrasts with

the initial value c(x, y, 0) = C used in other models [8]

where the time required for significant reaction (minutes to

hours) is much longer than the time for the initial fluid with

the chemical to reach the array (seconds). We impose the

boundary condition on the inlet boundary that F = vC
in the positive x direction corresponding to the chemical

flowing into the channel segment with the fluid. We assume

the outlet is far enough downstream of the binding site that
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concentration gradients in the x direction are negligible,

giving the boundary condition F = vc, again in the positive

x direction for the flow out of the channel segment. The

lower and upper surfaces of the channel do not allow fluid

or chemical to pass, giving F = 0 in the direction normal

to the surface (i.e., the y direction). The binding site, as

part of the lower surface, is an exception: the flux normal

to the surface at the binding site is F = Fbinding, which

is proportional to the concentration as described below. The

positive value of this flux gives the net rate molecules leave

the fluid by binding to the strands in the binding site. Fig. 1

summarizes these boundary conditions. The flux at the inlet

is constant in time, while the fluxes at the outlet and binding

site varies with time as the concentration c changes.

B. Behavior at Binding Site

Only single-stranded DNA’s occupy the binding site ini-

tially. During the hybridization, the single-stranded DNAs

bind with the matching DNA diffusing to them as the fluid

moves over the site. Let ρ(x, t) be the surface density of

single-stranded DNAs at position x and time t. Initially,

ρ(x, 0) = ρbinding and

∂ρ

∂t
= −Fbinding (3)

so the net flux of chemicals to the binding site gives the

rate at which strands become occupied (i.e., once occupied,

strands remain occupied) and hence the rate at which ρ
decreases.

To evaluate Fbinding, consider the reaction

unbound strand + molecule → bound strand

which we take to occur at a rate proportional to concentration

of the reactants, in this case the density of unbound strands

(ρ) and concentration of chemical in the fluid at the binding

site (c).

We define kbinding as the binding rate constant and kreverse

as the rate constant for the reverse reaction. The net reaction

rate is then

Fbinding = kbindingρc − kreverse(ρbinding − ρ) (4)

C. Model Parameters

Table I gives the nominal parameter values for the model.

Most of the parameter values are based on experimental esti-

mates, and can vary somewhat depending on the application.

For example, we consider a specific concentration C used

in other studies [12], [13]. For parameter measurements in

fluids, many sensor and experimental techniques have been

developed specifically for DNA hybridization [14], [15].

The reaction rate parameters, kbinding and kreverse, are not

well-characterized empirically, and various authors propose

a range of values in models of DNA arrays. In particular,

the surface of the DNA array can alter reaction behavior

compared to that seen for reactions in solutions.

For binding to single-stranded DNA, the binding reaction

rate has only limited change over normal operating tem-

peratures [8], and we consider kbinding to be independent

of temperature. However, the binding rate depends on the

surface density of binding sites. In particular, the binding

involves two mechanisms: a relatively slow reaction from

bulk solution to the probe, and a relatively fast reaction from

target molecules adsorbed on the surface (and diffusing in

two dimensions) [16]. When the binding site density is low,

the overall rate is dominated by the faster process, giving

kbinding ≈ 106/M/s, but at higher binding site densities

surface diffusion is reduced. At a sufficiently high density,

which we denote as ρmax, the surface diffusion is blocked

so only the slower process operates, with reaction rate

around 105/M/s. Instead of a detailed model of this process

including surface diffusion explicitly [16], we consider a

simplified model combining the surface and bulk processes

to give

kbinding = 105/M/s + (1 − ρbinding/ρmax)106/M/s (5)

with 0 < ρbinding ≤ ρmax

The reverse reaction is strongly temperature dependent.

We use the Arrhenius equation as a functional form for this

dependence, i.e.,

kreverse = A exp(−B/T ) (6)

where T is the absolute temperature and A, B are positive

constants.

To calibrate the parameters A,B, we use empirical obser-

vations of the change in equilibrium binding with temper-

ature along with kbinding ≈ 106/M/s appropriate for low

strand densities. The equilibrium density of unbound strands

after exposure to a fixed concentration c for a long time

occurs when Fbinding = 0, giving an equilibrium fraction

f ≡ ρ/ρbinding remaining unbound of

f =
kreverse

kbindingc + kreverse

(7)

Furthermore, in a region with a fixed concentration c, Eq. (4)

gives the relaxation to the equilibrium value as proportional

to exp(−t/τ) with the time scale

τ =
1

kbindingc + kreverse

(8)

DNA hybridization is very sensitive to temperature over

the range of 54 to 93 degrees C [17]. Specifically, at con-

centrations around 100 nanomolar, the arrays change from

high equilibrium binding to essentially none as temperature

changes from T = 54◦C to 93◦C. From these observations,

we pick values for the parameters A,B in Eq. (6) so the

equilibrium unbound fraction f changes from 5% at 54◦C

to 95% at 93◦C. Table I shows the resulting values.

In practice, the concentration c varies both in space and

time, depending on the fluid flow and diffusion. Thus while

Eq. (7) and (8) give rough estimates, evaluating the actual

equilibrium binding and time scales requires a solving the

full equations, including diffusion of Eq. (2).
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TABLE I

PARAMETER VALUES USED IN THE MODEL SIMULATION. THE REVERSE REACTION PARAMETERS DETERMINE THE TEMPERATURE DEPENDENCE OF

kreverse VIA EQ. (6). THE TABLE GIVES RANGES FOR FLUID SPEED, STRAND DENSITY AND TEMPERATURE WE CONSIDER WITH SIMULATIONS, AND

THE CORRESPONDING RANGES FOR kbinding (WHICH DEPENDS ON STRAND DENSITY) AND kreverse (WHICH DEPENDS ON TEMPERATURE).

parameter value

container

container height H = 1.5mm
binding site

diameter L = 50µm

number density of DNA strands ρbinding = 5× 1014 to 5× 1016/m2

maximum possible strand density ρmax = 6× 1016/m2 = 10−7mole/m2

fluid

average fluid velocity vavg = 10−4 to 10−2m/s
fluid temperature T = 35 to 90◦C
chemical

concentration C = 6× 1019molecule/m3 = 0.1µM

diffusion coefficient D = 10−10m2/s

binding reaction rate kbinding = 105 to 1.1× 106/M/s

reverse reaction rate kreverse = 1.7× 10−4 to 1.3/s

reverse reaction parameters A = 5.4× 1021/s
B = 18087◦K

III. SIMULATIONS AND ANALYSIS

To evaluate hybridization array performance, we solved

the model equations numerically using finite element tech-

niques, dividing the fluid domain into 4652 grid elements

with grid points constrained to be no more than a micron

apart on the binding site to give detailed coverage of binding

behavior.

To illustrate the qualitative behavior of the model, we

consider a case with ρbinding = 5 × 1016/m2, vavg =
10−3m/s and T = 37◦C. Fig. 2 shows how the density of

single-strand DNA changes on the binding site. Initially the

density is ρ(x, 0) = ρbinding and decreases with time. The

density decreases most rapidly at the upstream edge of the

binding site (on the left side of the figure) where the fluid first

reaches the binding site. The density at the downstream edge

decreases more rapidly than at intermediate locations because

binding sites at the downstream edge have less competition

with other binding sites for the diffusing chemical than sites

in the middle of the binding region.

In this example, the combination of fluid speed and

chemical diffusion means most of the binding arises from the

chemicals moving in the fluid near the surface, as illustrated

in Fig. 3. This figure shows most of the incoming concen-

tration passes the binding site without time for diffusion to

bring the chemical to the site. Only fluid passing close to

the bottom of the channel provides sufficient opportunity for

diffusion.

The remainder of this section describes case studies that

vary the model parameters to match different experimental

conditions.

A. Fluid velocity versus hybridization efficiency

From Fig. 4, we can see that the time to reach 90%

equilibrium binding decreases as the average fluid speed

is increased. This means the DNA hybridization efficiency

increases as the fluid velocity increases. The conclusion is

Fig. 2. Density of single-strand DNA, ρ, on the binding site. The horizontal
axis is distance along the binding site, in units of 10−5 meters. The densities
on the vertical axis are in units of 1016/m2. The top line is the initial
density, ρ = ρbinding. The remaining curves show the density after 5, 50
and 200 seconds, from top to bottom, respectively.

consistent with practical observations [13], [16]. In addition,

the hybridization efficiency saturates at large velocities.

B. DNA site density versus hybridization efficiency

Fig. 5 shows the effects of binding site density. At low

temperatures, the reverse reaction rate is so low that even

the slow binding process is sufficient to produce full equi-

librium binding even if the binding site density is high. So

equilibrium binding is linear in the binding site density.

C. Temperature versus hybridization efficiency

As shown in Fig. 6, the number of bound strands in

equilibrium decreases as the temperature increases. The rate

varies with binding site densities, with more rapid decrease

at higher binding site densities. From an automation perspec-

tive, this behavior means different hybridization temperatures
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Fig. 3. Concentration c(x, y, t) at time t = 5s. Distances along the axes
are in units of 10−4 meters, and the concentration varies from 0 (dark blue)
to C = 6× 1019molecule/m3 (red). The binding site is located along the
bottom axis between tick marks 1 and 1.5. The curves across the plot are
some streamlines of the chemical flux, showing most of the flux to the
binding site arises from fluid moving within a few microns of the bottom
of the channel (at y = 0). The figure shows only a small portion of the full
channel width and length.
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Fig. 4. Time to reach 90% of equilibrium binding as a function of
average fluid speed vavg. The curves are for different binding site densities,
ρbinding, of 5 × 1014, 5 × 1015 and 5 × 1016/m2, from bottom to top,
respectively. These all used the same temperature T = 37◦C.

are needed for different binding site densities that are known

before hand.

IV. MICROARRAY HYBRIDIZATION AUTOMATION

Automation is important for high throughput and relia-

bility of a physical or chemical process, especially when

multiple factors may contribute to the final output. The first

step to automate a process is to have a dynamic model

that can be used for controlling effects of different physical

parameters. Microarray hybridization is a good candidate for

process automation. As discussed earlier, some efforts have

been made in this regard, but the process is still not precisely

controlled due to lack of a proper mathematical model.

The above dynamic model can be used for this purpose.

The model can be converted to a control model and applied

with available control approaches [18]. The goal is to control

the temperature, velocity and substrate binding site density
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Fig. 5. Number of bound strands in equilibrium as a function of ρbinding.
The equilibrium values are independent of fluid speed. The two curves are
for T = 37◦C and T = 70◦C for top and bottom, respectively.
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Fig. 6. Number of bound strands in equilibrium as a function of
temperature. The equilibrium values are independent of fluid speed. The
three curves are for different binding site densities, ρbinding, of 5× 1014,

5× 1015 and 5× 1016/m2, from bottom to top, respectively.

in the automated system to improve the hybridization effi-

ciency. For example, for various binding sites, hybridization

efficiency may be obtained by controlling hybridization

temperature and fluid velocity. Similarly, for microarrays

from different fabrication platforms, the hybridization effi-

ciency can be made same by controlling the hybridization

temperature and fluid velocity. More importantly, the au-

tomated system can control hybridization for large batches

of microarrays; so that comparisons of the results among

them can be made more precisely. Automation to adjust

for these variables could reduce concerns from differences

due to hybridization conditions. This would be a significant

advantage for microarray analysis. Differing from automated

systems in the market, the proposed system is expected to

have precisely and optimally control outputs on hybridization

dynamics for various DNA microarrays.

V. CONCLUSIONS

This paper has proposed a dynamic model of DNA hy-

bridization at the microarray surface in moving fluid. The

model can be used to understand hybridization dynamics

and how microarray hybridization results may be affected by

fluidic dynamics and environmental factors. The goal of this

model is to control the hybridization dynamics and automate
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the microarray hybridization process; so that the microarray

can generate higher fluorescence intensities in shorter periods

of time.

Simulations were conducted and compared with results in

the literature. In addition to overall performance, measured

by hybridization efficiency, the model also shows more local

features of the binding. For example, the spatial pattern of

binding is not uniform. Instead, the behavior of diffusion

related reactions has most activity at the edges of reactive

patch, both upstream and downstream edges, in contrast to

what might be expected from deterministic flow with binding

progressing mainly from the upstream to downstream ends.

One application for the model presented here is for control,

i.e., selecting parameters to optimize binding efficiency.

Another application is feedback control for lab-on-a-chip

hybridization, in which temperature, sample concentration

and channel properties depend strongly on the hybridiza-

tion environment. A precise feedback hybridization control

system can ensure the maximum efficiency and signals by

responding to changing environments with proper hybridiza-

tion temperature or concentration to obtain the best signals.

This is critical for many lab-on-a-chip applications, in which

the signal to noise ratio is often quite sensitive to these

external factors.
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