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Abstract— This paper presents an incremental object part
detection algorithm using a particle filter. The method infers
object parts from 3D data acquired with a range camera.
The range information is quantized and enhanced by local
structure to partially cope with considerable measurement noise
and distortion. The augmented voxel representation allows the
adaptation of known track-before-detect algorithms to infer
multiple object parts in a range image sequence even when each
single observation does not contain enough information to do
the detection. The appropriateness of the method is successfully
demonstrated by two experiments for chair legs.

I. INTRODUCTION

In recent years, a novel type of range camera to capture 3D
scenes emerged on the market. One such camera is depicted
in figure 1. The measurement principle is based on time-
of-flight using modulated radiation of an infrared source.
Compared with other range sensors [1], range cameras have
the advantage to be compact and at the same time to
have a measurement range of several meters, which makes
them suitable for indoor robotic applications. Further, range
cameras provide an instant single image of a scene at a high
frame rate though with a lower image quality in general [2].
The 3D information acquired with a range camera is strongly
affected by noise, outliers and distortions, because of its
particular measurement principle using a CMOS/CCD im-
ager [3], [4]. This makes it difficult to apply range image
algorithms developed in the past. Hence, the goal of this
paper is to present an object part detection method adapted
to range cameras.

Object parts – components with simple geometry – are
quite proper features for object classification based on ge-
ometric models [5], [6], [7]. This approach can account
for different views of the same object and for variations
in structure, material, or texture of the objects of the same
kind. The reason is that more or less the decomposition of
the objects into its parts remains unchanged. The majority
of the currently available approaches in the field of object
classification are appearance based, which makes them very
sensitive to the mentioned variations.

In general, range image algorithms depend on the robust
estimation of the differential properties of object surfaces [8].
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Fig. 1. SR-3000 Range Camera.

Given the noisy nature of images of range cameras, this can
only be obtained with high computational cost. However,
the detailed reconstruction of object surface geometry is not
necessary for part based object classification as long as the
parts are detected. On the other hand, object parts can be
represented properly by bounding volumes [7], because the
overall structure of an object part is more important and
informative than the details of its shape or texture. For
example, the concept of a chair leg is more related to its
stick like structure than whether it is wooden or metallic, of
light or dark color, round or square.

However, segmentation of range images into object parts
remains the most challenging stage. Because of the low
signal-to-noise ratio of the mentioned sensor, this is a par-
ticularly difficult problem. Using an incremental algorithm
operating on several range images, can improve the perfor-
mance. In fact, it is possible to skip segmentation and track
hypothetical parts in the scene. This is a common approach
in radar applications, where a target has to be jointly tracked
and classified in highly noisy data [9], [10]. Hence, for each
part category, a classifier is considered which incrementally
collects the evidences from the sequence of range images
and tracks the hypothetical parts. Therefore, the object part
detection becomes the sequential state estimation process
for multiple bounding-boxes at potential poses in the three-
dimensional space. This is realized in the framework of a
particle filter [10], which can cope with different sources of
uncertainty, among them scene registration errors.

The contribution of this work lies in bringing well es-
tablished algorithms from classification, tracking and state-
estimation to the framework of object classification. In
addition, to the best of our knowledge, this is a first work
which addresses object part detection using a range camera.
The presented work here paves the way toward incremental
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Fig. 2. (a) Single point cloud and (b) a quantized version of a sequence of five registered range images at step k = 25 along with (c) the shape factor
histogram of the right front leg. The bounding-box in (b) encloses all voxels that are considered to compute the histogram. The colors indicate the shape
factors: red for linear like, green for planar like, and blue for spherical like local structures. Refer to the remaining part of the paper for the computational
details.

part based object classification in the field of indoor mobile
robotics. The approach presented here is quite general in han-
dling different object parts with simple geometry. However,
through out this paper, a chair leg is chosen as an example
part to demonstrate the method.

II. RELATED WORK

Part extraction from range images is a long standing
issue in structure based object recognition and classification.
Seminal work has been done by [11], where algorithms are
presented that infer objects from surface information. Object
parts are represented by surface patches. In the present work,
bounding-boxes are adopted, which are more abstract volu-
metric representation than commonly used parametrical mod-
els based on surfaces [12], [13]. In addition, the quantization
is achieved by the voxel representation which is related to
occupancy grids, but less computationally intensive.

In [14], a method to capture local structure in range images
is presented in order to classify natural terrain. In the present
work, local structure is captured in the same way with shape
factors. However, shape factors are calculated based on the
voxel representation here.

The object part detection algorithm evolves from the
work done in [15]. They developed a method for joint
detection and tracking of multiple objects described by color
histograms. Color-based tracking is a well researched topic in
the vision community, see for example [16] and [17]. Here,
these techniques are taken as inspiration to detect object parts
in quantized point clouds using shape factor as color.

III. RANGE IMAGE QUANTIZATION

One of the smallest range cameras in the market is the SR-
3000 made by [18], see figure 1. For the work presented here,
the SR-2 of the same manufacturer is used, which exhibits
similar measurement performance for indoor applications.
The SR-2 has a resolution of 124×160 pixels with maximum
measurement range of 7.5 m. The intrinsic and extrinsic
camera parameters are respectively calibrated based on the
methods explained in [3] and [19].

Despite the calibration, the range image remains affected
by noise, outliers and distortions. Main reasons include
low emission power, scattering, and multiple reflections. A
sample observation of a scene with a chair is shown in
figure 2(a). Thus, a single observation does not contain
enough information to detect object parts. On the other hand,
registering different views over long runs accumulates align-
ment errors. Therefore, a sliding window containing the most
recent five observations is considered. The corresponding
point clouds are registered and quantized into a cubic voxel
space with voxel size of 2 cm to reduce the computational
burden. Voxels containing less than five points are neglected
as outliers, see figure 2(b).

IV. OBJECT PART DETECTION

The structural variability of objects is strongly related to
the number and type of parts and their physical relation-
ship with each other. Such relationships can be encoded
within a probabilistic grammar in order to perform object
classification [7]. Towards such an approach, object parts are
modeled as probabilistic bounding-boxes to handle uncertain
measurements of the range camera.

A bounding-box is a cuboid defined by the center point
and the span length. The probabilistic extension assumes
these parameters as random variables. Here, particle filter is
used to estimate them. Each particle encodes hypothetical
positions and extensions of some object parts, i.e. their
bounding-boxes. The evolution of the particles over time
enables the simultaneous detection and tracking of the object
parts. Gradually, particles with realistic hypotheses survive,
whereas the others die off. The fitness of each particle – the
resampling weight – is obtained based on the shape factor
histograms calculated in the image regions defined by the
corresponding bounding-boxes.

A. Shape Factor

The shape factors characterize the local part structure by
its linear, planar, or spherical likeliness. They are calculated
for each voxel using its surrounding spatial voxel distribution
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by the decomposition of the distribution into the principal
components – a set of ordered eigenvalues and -vectors.
Here, the standard principal component analysis is used.

In the literature, different methods are presented on how
to compute the shape factors. In [20] and [21] a tensor
representation is proposed to infer structure from sparse
data. For the present work, the same scheme is used with
a different normalization:

rl =
λ1 − λ2

λ3 + λ2 + λ1
,

rp =
2(λ2 − λ3)
λ3 + λ2 + λ1

,

rs =
3λ3

λ3 + λ2 + λ1
.

(1)

where λi are the ordered eigenvalues λ1 ≥ λ2 ≥ λ3 obtained
by the decomposition of the spatial voxel distribution. rl, rp,
and rs express local similarity to linear, planar, and spherical
shapes respectively. Here, the shape factors are normalized
by the sum of the eigenvalues [22] so that each lies in
the range of [0, 1] and their sum is one: rl + rp + rs =
1. Another normalization scheme is to use the maximum
eigenvalue [21]. The shape factors can also be defined by
reasoning on the volume spanned by the eigenvalues [23].
Which of the shape factor computation methods is used,
depends largely on their ability to characterize voxels dis-
tinctively according to the object structure at hand.

Figure 2(b) depicts a shape factor colored voxel set of a
chair, where for each voxel the shape factor was computed
according to (1). The computation was done within a neigh-
borhood window of size 11×11×11 voxels defining the scale
of the local structure. As it is visible, this method correctly
classifies the local structure; legs appear as linear, seat and
back as planar, and joints as spherical structures.

B. Histogram as Feature Vector

The shape factor distribution in the region of interest
defined by the bounding-box is approximated by a histogram
to obtain a unique feature vector that models an object part.
This approach is inspired by the work done in [16], where
color histograms are used to track objects. In the present
application, histograms have the advantage to be robust
against the structural variability of object parts: rotation,
partial occlusion, and scale have little effect on the model.
In addition, the computational cost of histograms is modest.

Since the three positive elements of the shape factor
sum up to one, they are constrained to a triangle in 3D
space. Thus, it is sufficient to consider only two elements to
populate a 2D histogram with Nt = 1

2 (N2
b +Nb) bins, where

the histogram shape is approximated by a triangular matrix of
size Nb. Figure 2(c) depicts the shape factor histogram of the
bounding-box volume enclosing the leg in figure 2(b). It is
clearly visible that linear shape factors dominate indicating
the general stick like structure of the object part. Because
the number of bins Nt already becomes large for a small
Nb, dimensionality reduction is applied on the 0 as feature
vector. The dimensionality reduction is done by standard

principal component analysis of the training set retaining the
dimensions covering 95 % of the feature distribution mass.

Finally, six simple geometric features are added to the
feature vector to account for the occupancy and eccentricity
of the voxel distribution in the bounding-box.

C. Support Vector Classifier

In order to judge, if an object part in question is likely
to belong to a certain class it is necessary to evaluate a
quality measure. This can be done by computing a distance
between a template and the generated feature vector. This
is commonly done in color based tracking [16]. However,
template matching might not be discriminative enough to
cover an entire class of an object part. Using a classifier
learned on a large amount of training data often results in a
better detection performance. A suitable training method is
the support vector machine (SVM), because it is less prone
to overfitting, is applicable on high dimensional features, and
the resulting classifier allows the estimation of meaningful
posterior probabilities. In the present work, a support vector
classifier with a polynomial kernel is trained using the
framework provided by [24]. A training set of 2340 samples
is generated. An equal number of positive and negative
samples are used to avoid any bias in the learning. The 1170
positive samples of chair leg are manually extracted from
voxel images from different views of twelve different chairs.
The 1170 bad samples are randomly selected from a stream
of voxel images containing background clutter or non-leg
parts.

D. Incremental State Estimation

The aim is to incrementally detect object parts modeled by
a bounding-box in a sequence of voxel images. The detection
algorithm typically has to handle multiple object parts of
the same type. Thus, the problem can be stated formally as
follows:

p(yk|Zk−1) =
∫
p(yk|yk−1)p(yk−1|Zk−1)dyk−1 (2)

p(yk|Zk) ∝ p(zk|yk)p(yk|Zk−1), (3)

where yk = [Rk,xT
1,k . . .x

T
rk,k]T. yk is the augmented state,

which contains the current estimate of number of object parts
present in the view Rk and their bounding-box parameters
xi,k at step k. This incremental state estimation can be
implemented by a particle filter. Here, the algorithm pre-
sented in [15] is used; an extension of the traditional particle
filter [25], capable of tracking multiple targets. However, the
transition and observation models have been adapted where
necessary.

1) Transition Model: The object part number Rk is
modeled by a Markov chain with a predefined transition
matrix, where the state value at step k is a discrete number
rk = {0, . . . ,M} with M being the maximum number of
parts expected in each view, set to 8 here. The Markov chain
defines three possible cases on how the number of parts can
evolve over time: the number remains unaltered, increases,
or decreases from step k − 1 to k.
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Fig. 3. Results for the first experiment. (a) Particle distribution at step k = 20 during the update. Particle size indicates its weight. (b) Evolution of the
part presence probability over time. (c) Estimated object parts at step k = 25. The color indicates the number of hypothetical parts encoded by a particle:
blue for 3, magenta for 4, and yellow for 5 states. Other colors indicate higher or lower number of states, where the maximum number of states is eight.

When the number of parts remains unaltered, their states
are assumed to be affected by a process noise, which takes
into account the measurement deficiencies and registration
errors. Therefore, the proposal distribution for the bounding-
box parameters is given by p(xi,k|xi,k−1) = N (xi,k−1,Cu),
where Cu is the covariance matrix assumed to be diagonal.
In the experiments of this paper, for a chair leg, the diagonal
entries for the bounding-box position are set to 1, 1, and
9 cm2 and for the extension to 49, 49, and 64 mm2,
considering more uncertainty along the vertical direction.

When the number of parts decreases, rk hypothetical parts
are selected at random from the possible rk−1 with equal
probability. The selected parts parameters are then affected
by the process noise.

The crucial case is when the number of parts increases.
Then, the current state of the particle has to be augmented
by additional elements. For the rk−1 parts that continue to
exist, again the process noise is considered. For the rk −
rk−1 new hypothetical parts, the bounding-box position is
uniformly sampled from occupied voxels, which have proper
shape factors. In addition, to preserve consistency of different
instances of a part, an intersection test is performed [26].
Hence, the initialized bounding-boxes for each particle keep
a certain distance, here 10 cm.

2) Observation Model: The observation likelihood func-
tion generates the importance weights used to incorporate
the measurement information zk in the particle set. Since
the parts have to be detected from various view angles out
of sparse and noisy data, the observation model is a non-
linear function of the part state and measurement noise. As
in [27], instead of using a generative observation model,
which is common in a Bayesian estimation framework, a
discriminative one is selected, namely the learned support
vector classifier presented previously.

In the detection framework, the observation likelihood is
usually defined as a ratio of the probability that an object part
is present to the probability of its absence. This is equivalent
to the ratio of the classification probabilities computed with
the learned classifier. Assuming that the classification can
be done independently for each hypothetical object part, the

observation likelihood for each particle is given by

L(yk) =
rk∏

i=1

p(zk|xi,k)
1− p(zk|xi,k)

, (4)

where p(zk|xi,k) is the classification probability for part i.
Considering this probability as a distance ai,k in the range
of [0, 1] and an exponential function to compute a similarity
measure, the unnormalized importance weight π̃k for each
particle is computed as:

π̃k =


1, Rk = 0

exp

(
−1
b

rk∑
i=1

(1− 2ai,k) + r · c
)
, Rk > 0

(5)
where b is a parameter to adjust the observation sensitivity
and c accounts for the a priori knowledge. Here, b = 0.21
and c = 0.21 are used, both determined experimentally.

When no a priori knowledge is considered, the weighting
scheme defined above has a pivoting point for a classification
probability equal to 0.5; meaning that particles with large
number of hypothetical object parts and a probability only
slightly greater than 0.5 are favored over particles with small
number of parts but a high probability. Hence, the object part
detection algorithm has an inherent tendency for exploration.

V. EXPERIMENTS

The above discussed incremental object part detection
method is exemplified by the detection of chair legs. Chair
legs in reality are designed with various shapes and tilt
angles. Here, they are modeled by a vertical bounding-box
defined by its center point position s = [sx, sy, sz]T and its
extension t = [tx, ty, tz]T to cover the overall shape for the
class of chair legs. With the assumption of upright chairs, the
rotations are neglected since they are not properly captured
by the range camera. However, the effect of such rotations
are generally small and pose minor variations with respect to
the overall structure. For other parts of a chair, such as seat
and back, the rotation around the z-axis has to be considered
in the state.
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(a) (b)

Fig. 4. Second experiment at cafeteria. (a) Samples of range image sequence at an interval of 50 steps starting at step 0 and ending at 450. (b) Detected
stick like parts in the scene with a round dining table, two chairs and a coffee table. The black bounding-boxes indicate the estimated positions and
extensions of stick like parts. Only two point clouds are depicted.

Two experiments are performed with the range camera
mounted on a robot at height of about 1.1 m facing downward
with a tilt angle of about 15◦. In the first experiment, only
one chair is in the scene while in the second experiment
the robot is observing a round dining table, two chairs
and a coffee table in the cafeteria of our lab. In both
experiments, the robot slowly approaches the objects in the
scene recording range images and odometry at about 2 Hz.
Totally 200 and 450 range images are captured in the first
and second experiment respectively. Because of occlusions
and the narrow field of view of the camera, the number
of hypothetical chair legs in the view varies considerably,
see 4(a). Hence, the algorithm should dynamically adapt to
what is present in the view.

Considering the complexity of the scenes, the number of
particles is set to 750, which is rather low because of the
intelligent initialization scheme. The outcome of the first
experiment is summarized in figure 3. Figure 3(a) shows the
observation density of the particle filter at step k = 20. The
weights are represented by the size of the depicted particles.
It can be seen that the particles at the chair legs and back
columns are bigger than the ones at the seat. Therefore, the
weighting based on the support vector classifier is successful.
On the other hand in this figure, particles with differ-
ent colors represent different number of hypothetical legs.

Therefore, a competition between red and yellow particles
corresponding to four and five legs is taking place at this step.
This is a result of the explorative behavior of the transition
matrix and necessary for discovering new parts, which may
enter the scene. The same fact is depicted more properly in
figure 3(b) versus time, where the probability of the number
of object parts present in the view is approximated by the
ratio of the number of particles sharing the same r value to
the total number of particles. At step k = 25, three legs and
two columns of the back support are successfully detected
as can be seen in figure 3(c).

In the second experiment with a more realistic scenario,
the robot is faced with the challenge of object part detection
in the cafeteria. In figure 4(b), the estimated object parts are
depicted overlaid with two original point clouds. Depicted
are the hypothetical legs with the probability larger than
0.5. The observed deviation between the estimated bounding-
boxes and the real parts are mainly because only two point
clouds are depicted. If the whole 450 point clouds are
considered together, the errors of range camera and odometry
result in a messy accumulation of points where no geometry
is detectable. As mentioned, this fact is one of the main
motivations in using an incremental estimation method. In
figure 5, upper graph, depicts the probability of the number
of object parts present in the view. As can be seen, the
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Fig. 5. Second experiment at cafeteria. In the upper figure is depicted the evolution of the part presence probability over time. The color indicates the
number of hypothetical parts encoded by a particle: red for 1, green for 2, blue for 3, magenta for 4, yellow for 5, and cyan for 6 stick like parts. Other
colors indicate higher or lower number of parts with the maximum of eight. In the lower figure is depicted the difference between the detected and the
actual number of hypothetical legs in the view.
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probabilities oscillate where the scene changes considerably
– between step 80 and 140 – and the algorithm has to
deal with many appearing and disappearing parts. This is
also evident in figure 5, lower graph, where the difference
between the detected and the actual number of hypothetical
legs in the view is depicted. The actual number of parts
is determined by visual inspection of the voxel images. In
the end, all leg like parts are detected and no false positive
remains.

VI. CONCLUSION

This paper presented an algorithm for object part detection
using an extended particle filter as an estimation engine with
a support vector classifier based observation function. The
algorithm can handle multiple parts of the same class and
deal with different sources of uncertainties. The provided
experimental results show that using a limited number of
particles it is possible to successfully estimate the position
and extension of multiple chair legs – an exemplary object
part – in an incremental process.This proves the accomplish-
ment of the primary goal: accumulation of information in a
sequence of noisy and sparse observations.

However, the method needs further testing and improve-
ments for its robust application in robotics. First, the detec-
tion has to be extended to multiple classes of object structures
by training the corresponding support vector classifiers.
In addition, further investigation can be done on recently
introduced support vector classifiers [27].

Finally, more informative constraints can be utilized in the
particle filter by considering plausible object configurations.
The presented algorithm is currently being integrated into a
part based object classification system.
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