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Multi-Robot Manipulation via Caging in Environments with Obstacles

Jonathan Fink, M. Ani Hsieh, and Vijay Kumar

Abstract— We present a decentralized approach to multi-
robot manipulation where the team of robots surround and trap
an object and transport it, by dragging or pushing, to the goal
configuration in an environment with obstacles. The proposed
feedback controllers are obtained by sequentially composing
vector fields or behaviors and are decentralized in the sense
that robots do not exchange each other’s state information.
Rather, cooperative manipulation is achieved by relying solely
on each robot’s local information and a global knowledge of
the task. We present computer simulations and experimental
results obtained using our multi-robot testbed.

I. INTRODUCTION

As the number of robots in a team increases, it is necessary
to think of control paradigms where robots are programmed
with simple but identical behaviors that can be realized with
limited on-board computational, communication and sensing
resources. We often see such swarming behaviors in biolog-
ical systems composed of large numbers of organisms that
individually lack either the communication or computational
capabilities required for centralized control. Examples of
these behaviors can be seen in the group dynamics of bee
[1] and ant [2] colonies, bird flocks, and fish schools [3].

We are interested in developing strategies for multi-robot
manipulation where coordination can be achieved in a decen-
tralized manner without requiring knowledge of team size
and robot identities. Such strategies provide robustness to
failures and facilitate command and control. Additionally, we
are interested in strategies that rely solely on local informa-
tion that can be obtained with minimal communication and
sensing requirements. This is especially critical as team sizes
increase since it is often impractical for large numbers of
robots to share information while providing individual robots
with access to global information.

Previous approaches in cooperative manipulation mostly
use the notions of force and form closure when manipulat-
ing large objects [4]-[6]. Force closure is a condition that
implies the grasp can resist any external force applied to the
object, while form closure can be seen as the condition that
guarantees force closure without requiring the contacts to
be frictional [7]. Generally, robots are the ones that induce
contacts with the object, and, as such, are the only source of
grasp forces. However, when external forces acting on the
object, i.e. gravity and friction, are used in conjunction with
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contact forces to produce force closure, we get conditional
force closure. It is possible to use conditional closure to
transport an object by pushing it from an initial position
to a goal position [8], [9]. Caging or object closure is a
variation on the form closure theme. It requires the less
stringent condition that the object be trapped/caged by the
robots and confined to a compact set in configuration space.
Motion planning for circular robots manipulating a polygonal
object is considered in [10]. Decentralized control policies
for a group of robots to move toward a goal position while
maintaining a condition of object closure is presented in [11].

In our work, we build on [12], [13] and present multi-
robot manipulation of non-circular objects and coopera-
tive manipulation in environments with obstacles via the
composition of caging behaviors with feedback controllers
derived from a global navigation function. Furthermore, our
strategy requires little communication since collision and
obstacle avoidance are achieved by sensing the relative po-
sitions/velocities of neighbors. While we assume that agents
are holonomic, it is possible to extend our methodology to
include non-holonomic robots using feedback linearization
techniques. We present experimental and simulation results
for various scenarios using our multi-robot testbed.

This paper is divided into the following sections: In
Section II, we formulate the problem and provide some
background to our approach. Section III outlines the im-
plementation of our control methodology. Experimental and
simulation results for various scenarios are presented in
Section I'V. Discussion of our results and directions for future
work are provided in Section V.

II. PROBLEM FORMULATION

We consider a group of N planar, fully actuated robots
each with kinematics given by
g = u; (1)
where ¢; = (z;,v;)7 and u; denote the i*" agent’s position
and control input. We assume the agents are disk—shaped
with radius r; and can localize themselves in some global
coordinate frame. In addition, we assume agents are able
to sense the proximity of their teammates and/or obstacles
within the environment. Thus, the neighborhood of g¢; is
given by the range and field of view of the sensing hardware
and we denote the set of neighbors in this region by I';. For
collision/obstacle avoidance purposes, we assume a circular
influence range, R;, such that collision/obstacle avoidance
maneuvers are active when agents are within this range.
Our objective is to design control inputs to enable an N
robot team to approach, surround, and transport an object,
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in an environment with circular obstacles, from one location
to another. To achieve this, we propose to construct artificial
potential functions, ¢, that can stabilize the agents onto a
one-dimensional boundary (curve) such that they cage the
desired object and achieve closure by orbiting around the
object, all the while avoiding collisions. Once closure is
obtained, the robots would then transport the object from an
initial position to a goal location using a global navigation
function, ®, while maintaining closure. We outline our
methodology in the following section.

III. METHODOLOGY
A. Assumptions

Given a convex workspace VW, we assume the boundary,
denoted by W, can be described by some implicit function
of the form sy, — sy (z,y) = 0. For the given W, we denote
the set of circular obstacles in W as O and let ¢ and pj be
the center and the radius of each obstacle £ € O respectively.
Furthermore, given an object whose centroid is denoted as
Jobj>» We assume there exists a smooth star shape, S, whose
boundary, 08, is a smooth, regular, simple, closed curve of
the form s(z, y) = 0 such that the desired object is contained
within 0S. In general, we can always find such a shape S
by considering the following two parameters of the object:
define (1) D,nin(0bj) as the smallest gap through which the
object will fit, and (2) D;pq.(0bj) as the maximum distance
between any two points on the object. Then, for any given
object, the circular boundary with radius given by:

1
Tcage = iDmax(Ob]) + mzaxn- + €, (2)

where € > 0 is a constant scalar, will always contain the
object. We refer to this circle as the caging circle.

Given the caging radius r.,4 and a team of N robots
each with radius r; > 0 and influence range R; > 0, we
define r = max,,v; m; and R = maxpg, v, R;. Our goal is to
synthesize decentralized controllers that will allow the team
to surround the object while avoiding collisions. Therefore,
the length of S, L, will naturally impose an upper bound
on the number of robots, e.g. N,,q, > 0, that can fit on this
boundary. Additionally, for a given r.qge and D,y (0bj),
there must be at least V,,,;, > 0 number of agents to ensure
object closure. Thus, we make the following assumptions
and let d(-,-) denote the Euclidean distance between any
two positions in W:

1) Nmin S N < Nnmm;

2) Tcage > R;

3) dmin(qOy;; OW) > (Teage + 27), where gy, denotes

the inital position of the obstacle;

4) dmin(ngj, qx) > (Tcage + 2R) for all k € O;

5) dmin(q?,qF) > (p; + px + 2R) for all j.k € O; and

6) dmaz(Qobj: ¢i) < (Tcage + 1) for ¢ = 1,..., N in the

TRANSPORT behavior.

Assumption 1 ensures the agents be able to surround the
object and achieve closure. Assumption 2 ensures conver-
gence of the team to the boundary surrounding the object.
Assumptions 3 and 4 ensure the object is initially located

Near_Object SURROUND

~Closure Vv
~Quorum

TRANSPORT

APPROACH

~Near_Object

Fig. 1. Behavior Architecture. The software for each robot is identical and
consists of several simple modes and the sequential composition of these
modes.

at a position where agents can surround and orbit it without
colliding with OV or other obstacles in the environment.
Assumption 5 ensures the agents will have the ability to
maneuver around the obstacles in the environment. Finally,
assumption 6 ensures the agents will be able to maintain
closure when transporting the object around the environment.

B. Behaviors

Our approach to caging and manipulation of objects can
be summarized by the behavior architecture in Figure 1. The
architecture relies on three behaviors.

1) Approach: The robot approaches the object while
avoiding collisions with obstacles and other robots in
the environment;

2) Surround: The robot stabilizes to a trajectory that
orbits the object while avoiding collisions with other
robots; and

3) Transport: The robot moves toward the goal con-
figuration following a global navigation function or
tracks a reference trajectory derived from the object’s
reference trajectory.

As shown in Fig. 1, transitions between behaviors are
based on simple conditions derived from simple sensor
abstractions. If a robot is near an object, a sensor sets its
Near Object flag causing the robot to switch to SUR-
ROUND mode. A Quorum flag is set based on the number of
neighbors within its field of view. The Closure flag is set
when the robot team surrounds the object. When Closure
and Quorum are both set, the robot enters TRANSPORT
mode and starts transporting the object. Thus, reseting the
flags can cause the robot to regress into a different mode.

C. Shape Control

To enable the robots to surround and orbit the object to
be manipulated while avoiding collisions with other robots
and obstacles in the environment, we base our decentralized
feedback controllers on the ones described in [12]. This
controller has been shown to be scalable to large teams and
stability and convergence properties have been established
with collision and obstacle avoidance guarantees for a certain
class of boundaries. We summarize the controller in this
section.
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(a) (b)

Fig. 2. (a) A star shape boundary described by r — (20+sin(50+7/2)) =
0. (b) The shape navigation function for the boundary given in (a) with a
circular world boundary centered around (0, 0) with a radius of 70.

Let JS be described by s(z,y) = 0 such that s(z,y) < 0
for all (x,y) in the interior of S and s(z,y) > 0 for all
(,y) in the exterior of S, let v = s(x,y), and Gy = s}y, —
s}y (z,y), we define the shape navigation function, p, as

2
0q) = 577 3)

@) [v% + Bo
By construction, ¢ is positive semi-definite, ¢ = 0 if and
only if s(xz,y) = 0, is uniformly maximal on W and

real analytic. Fig. 2 shows a star shaped boundary and its
shape navigation function. The shape navigation function
will generate an input to drive each agent towards 0S.

To enable the agents to surround and orbit the object in a
counter-clockwise direction, let

Y
— 10,0, — L
v l V2 +Bo

and we impose an additional input given by —V x 1, where
V X 1 is a vector tangent to the level set curves of ¢
which drives each agent to travel along the boundary in a
counter-clockwise direction. To enable avoidance of circular
obstacles in the environment, a third input is included to
drive the robots around any obstacles within their influence
range. Thus, the decentralized shape control law is given by:

T

u; = —KnVipi- f(N;) = Vi x ;- g(T)
Vi X 3
-y Y @
JETs |lvgll=0

where V,; denotes differentiation with respect to agent ¢’s
coordinates, po > 0 is a constant scalar, I'; denotes the set of
neighbors for agent 7, di; = \gi —q;l| — (ri+75), vi = (@),
;i = 1¥(q;), and §; is defined as:
T
R dy

"o \/d?j + Bo

The functions f(N;),g(T;) € [0,1] and h(qg;,q;) € [—1,1]
are scalar functions used to independently modulate each
term in (4). As such, each robot has the ability to either slow
down or speed up depending on the positions of its neighbors
and the obstacles in the environment. As such, the first term
of (4) drives the agents towards 08, the second term drives

them along the level set curves of ¢ in a counter-clockwise
direction, and the third term enables them to avoid collision
with obstacles in their neighborhood.

We note since the ¢ and v is common among all agents,
robots do not have to exchange information. Instead, the
positions of the neighbors can be obtained via sensing alone.

D. Approach

In our methodology, the APPROACH behavior is charac-
terized by a larger gain Ky on the descent component of (4)
to yield agent trajectories that efficiently approach the object
from a distance while avoiding collisions with other agents.

E. Surround

In the SURROUND mode, agents are near the desired
shape and Ky is decreased so that the agents can distribute
themselves around the object. Given enough robots, this
behavior will lead to object closure. For a given r¢qq. and
D,in(0bj), the minimum necessary number of robots to
achieve object closure is

27T cage
27 + Dippin(0bj)’
Additionally, to ensure convergence to the boundary of the
desired shape, the size of the team must be no greater than
Nmaz = Tmﬂ;‘age . (6)

In practice, we do not always require this condition as the
state transition events are robust to excess robots.

F. Transport

We propose two controllers for the TRANSPORT mode.
The first one, relies on the parameterization of the smooth
shape s(z, y) with the reference trajectory. Given a trajectory
for the object (xgbj(t)7 ygbj(t)), the reference trajectory for
the shape is written as s(z — 2%,.(t),y — y%,;(t)) = 0.
The vector field for the robots is otherwise unchanged. The
reference trajectory adds a time-varying component to the
vector field that is computed independently by each robot.

The second controller relies on composing the first two
terms of (4) with a descent direction derived from a global
navigation function [14]. Given the workspace, WV, with the
boundary sy, — sy (z,y) = 0, the set of circular obstacles
O in W, and a goal configuration ggeqi, let

Bi(@) = lla — € |” = (or + 27 + Teage)?,

where k € O. Then the global navigation function is given
by

g — ggoatll
{Hq — Ggoat | + L) By
with the feedback controller for the team given by
—Vobi ®(qoby)- ®)

Here, ®(q) is constructed by expanding the boundaries of
the obstacles and by decreasing the world boundary by (2r+
rcage) so as to ensure collisions do not occur between the
team and the environment.

®(q) =

@)
}1/&

Uobj =
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G. Composition of Behaviors

As described above, our multi-robot manipulation system
is based on a decentralized shape controller and a global
navigation function, both, with proven stability and conver-
gence results [12], [14]. By varying certain properties of our
controller, i.e. the sequential composition of (4) and (8),
each mobile agent can operate in one of several modes:
APPROACH, SURROUND, or TRANSPORT. Composition of
these modes result in a global vector field such that, when
combined with local interactions, achieves the desired task.
Transitions between these modes, as well as exceptions in
the case of failure, can be defined robustly while keeping
individual agent decisions a function of local sensing.

In general, each agent’s transition between modes will
result from local observations of its neighbors as well as its
distance to the manipulated object. An agent will initialize to
the APPROACH mode if Dopi(¢i) > Drear_object (i-€. it is far
from the object). As the agent approaches the desired caging
shape, Dgpj(¢i) < Dnear_object Will result in a transition to
the SURROUND mode.

In the SURROUND mode, the orbiting term of the shape
controller is favored so the robots are distributed around the
object to be manipulated. Given at least V,,;, agents, this
mode converges to an equilibrium where object closure is
attained. While closure is a global property of the system,
we propose an algorithm for local estimation of closure.'.

1) Quorum: To locally define quorum, we introduce the
concept of a forward neighborhood I't and a backward
neighborhood [~ with respect to the manipulated object and
the SURROUND mode. For agent ¢, the SURROUND mode
introduces an approach component, i.e. V;y;, and rotation
component, i.e. V; X 1;, so that we can define some set of
robots to be in front of agent i and another set behind. If
a neighborhood I represents the agents within a distance
Diin(0bj), then

ME={jel |0<+(g—aq)"(Vixw¥)}l (9

Furthermore, we can define agents from fj and f‘; s

T
. qr — qi)" Vipi
it = argmaxkefjW, (10)
_ —a.)'V. 0,
i = argmax .- (9 — 4:) “’01, (11D

g — aill

to be the adjacent agents in the potential cage around the
object as depicted in Fig. 3.

We are interested in strategies requiring little to no com-
munication among the agents, as such, consider the following
update rule for quorum,,

0 it (TF=0)v (T, =0),
quorum; = ¢ Ny if f(z%,i7) > Npin, (12)
f(iT,i7) otherwise,

IClosure can also be determined in a distributed manner by computing
homology groups for the network [15], [16]

Fig. 3. Agent ¢’s neighborhoods f‘j’ and f: with ¢t and i~

with f(j, k) = min(quorum;, quorum;) + 1. This strategy
only requires the exchange of small bits of information and
can be easily handled by agents with limited communication
resources. We shall use quorum;, quorum,, and quorum,_
to determine when there is object closure.

2) Closure: If there is no closed loop around the object,
quorum; will converge to the minimum of N,,;, and the
shorter of the forward/backward chain of agents. On the other
hand, if there is a complete loop around the object, quorum,
will grow as large as the imposed bound N, ;.

We define local closure to be

closure; =(quorum; > Nyppin)A
(13)

(quorum, = quorum . )A

(quorum; = quorum,_).

Our condition for local closure will coincide with global
closure for any situation where up to 2N,,;, agents are used
to form a cage around the object.

When an agent estimates that local closure has been
attained, it will switch to the TRANSPORT mode and begin
manipulation of the object. Should closure be lost during
manipulation, each agent in the system will return to the
SURROUND mode to reaquire the object.

IV. EXPERIMENTAL RESULTS

We illustrate the proposed controller with some experi-
mental and simulation results.

A. Experimental Setup

Our experimental testbed [13], consists of a number of
ground robots and an overhead tracking system that pro-
vides localization information to each agent. The SCARAB
differential drive robot, shown in Fig. 4(a), is equipped
with a 1 GHz on-board computer, power management, and
802.11a/b/g wireless communication capabilities. Eight color
cameras and two processing computers make up the overhead
tracking system which track LED markers on top of each
robot as shown in Fig. 4(b). The marker is programmable
and able to transmit a unique identification code via its
blinking LEDs. Our entire system is connected using the
PLAYER/STAGE/GAZEBO project architecture [17] so that
identical code modules can be used on all the robots whether
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Fig. 4. The 20 x 13.5 x 222 cm® SCARAB platform is shown in
Figure 4(a). Figure 4(b) depicts a LED target used for localization.

Fig. 5. Eight robots manipulating an L—shaped object in an environment
with no obstacles.

in experimentation or simulation. All the experiments de-
scribed here were conducted at the GRASP Lab’s SWARMS
Robot Playpen. A schematic of the space is shown in Fig. 8.

B. Experimental Results

Our first experiment, shown in Fig. 5, consisted of eight
robots approaching, surrounding, and transporting an L-—
shaped object in an environment with no obstacles. As such,
the robots are only concerned with caging the object while
avoiding collisions with each other during the task. The L—
shaped object is manipulated using the first TRANSPORT
methodology described in Section III-F.

The next set of experiments, shown in Fig. 6, involved four
robots converging onto a circular boundary while avoiding
collisions with obstacles in the environment represented by
the fourth robot which has been immobilized due to failure.
Fig. 6(a) shows the trajectories of the team converging first
to a circular boundary centered at (2.5,0) m and then to a

(@ (b)

Fig. 6. Four robots with » = 30 cm, converging to two circular boundaries
each with radius of 1 m. Dotted black lines denote boundaries. Solid
lines denote robot trajectories. xs denote initial positions. (s denote final
positions. Middle circle denotes the obstacle, i.e. fourth robot.

i

Fig. 7. Four robots manipulating a circular object around an imaginary
wall whose boundary is shown by the white lines in the ground plane. The
overlayed circle denotes the boundary the robots are converging to.

circular boundary centered at (—2.5,0), each with a radius
of 1 m. Similarly, Fig. 6(b) shows the trajectories of the
same team of robots converging first to a circular boundary
centered at (2.5, —0.5) m and then to a circular boundary
centered at (—2.5,0.5), each with a radius of 1 m. In these
experiments, each agent executed the controller given by (4).

Our next experiment, shown in Fig. 7, consisted of a team
of four robots approaching, surrounding, and transporting a
circular object in an environment with obstacles. Fig. 8 shows
the trajectory of the object as it was manipulated around an
imaginary wall inside the Playpen. The shaded region around
the trajectory denotes the area occupied by the object and
the robots during the execution of the task. The number of
agents executing the behaviors APPROACH, SURROUND, and
TRANSPORT during the experiment is shown in Fig. 9.

Lastly, the simulation results for four robots transporting
the circular object from various initial positions within the
Playpen into the hallway are shown in Fig. 10.
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Object Trajectory During Manipulation
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Fig. 8. Object trajectory and area occupied by the object and the robots
during task execution.
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Fig. 9. The number of agents in each mode over the duration of the
experiment. Marker (a) points to the first instance when all agents have
entered the TRANSPORT mode. Marker (b) denotes a time when closure was
lost and the robots attempt to re—acquire the object. Marker (c) identifies
instances where individual robots detect loss of closure, however, closure is
regained before the object escapes.

V. DISCUSSION

We have presented a decentralized strategy for multi-robot
caging and manipulation. The team of robots form patterns
to trap an object and manipulate it by dragging or pushing
it to the goal configuration. Our decentralized controllers
for multi-robot caging and manipulation are obtained via
sequential composition of vector fields or behaviors, i.e. AP-
PROACH, SURROUND, and TRANSPORT, each with proven
stability, convergence, collision, and obstacle avoidance guar-
antees [12], [14]. We presented simulation and experimental
results using our multi-robot test-bed.

While we have not shown formal guarantees for our sys-
tem, the experimental and simulation results do in fact show
the robustness of our methodology. However, one direction
for future work is to establish stability and convergence
properties for our switched controller. We believe this can be
achieved by first extending the results for the APPROACH and
SURROUND behaviors to time varying boundaries. Once this
has been established, we should be able to employ Lyapunov
theory to show that the multi-robot system can, in fact,
stably manipulate the object to the desired goal configuration.
Additionally, we would like to formally show that global
consensus can in fact be reached using our quorum based
approach. Lastly, we would like to conduct more experiments

Object Trajectories During Manipulation

¥ Position (m)

X Position (m)

Fig. 10. Object trajectories for various initial positions.

in other environments with obstacles to further demonstrate
the robustness of our approach.
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