
  

  

  

Abstract— This paper introduces a novel motor learning 
strategy for robotic contact task based on a human motor 
control theory and machine learning schemes. Humans 
modulate their arm joint impedance parameters during contact 
tasks, and such aspect suggests a key feature how human 
successfully executes various contact tasks in variable 
environments. Our strategy for successful contact tasks is to 
find appropriate impedance parameters for optimal task 
execution by Reinforcement Learning (RL). In this study 
Recursive Least-Square (RLS) filter based episodic Natural 
Actor-Critic is employed to determine the optimal impedance 
parameters. Through dynamic simulations of contact tasks, this 
paper demonstrates the effectiveness of the proposed strategy. 
The simulation results show that the proposed method 
successfully optimizes the performance of the contact task and 
adapts to uncertain conditions of the environment. 

  

I. INTRODUCTION 
OR the past decades, robot technologies have advanced 
remarkably, especially in the field of factory automation. 

In such fields, the capability of robot was evaluated by 
standards, such as accurate movement, repeatability, and 
durability. It is well known that robots perform tasks well in 
static environments. On the contrary, increasing demands for 
robot technologies request for robots new assignments which 
contain various task abilities including contact tasks in 
human-living environments. However, robots exhibit poor 
performances in such contact tasks in dynamic environment. 
Contrary to robots, humans cope with the problems with 
dynamic environments by the aid of excellent adaptation and 
learning ability. In this sense, robot control strategy inspired 
by human motor control would be a promising approach. 

As one of the human motor control method, the 
equilibrium point control hypothesis offers fundamental 
framework for motor control [1]. Fig. 1 illustrates the concept 
of the equilibrium point control hypothesis. The equilibrium 
point control hypothesis states that the muscles and neural 
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control circuits have “spring-like” properties, and the central 
nervous system (CNS) may generate a series of equilibrium 
points for a limb, and the “spring-like” properties of the 
neuromuscular system will tend to drive the motion along a 
trajectory that follows these intermediate equilibrium 
postures [2]. The “spring-like” properties could be interpreted 
as a muscle’s “stiffness” or more generally “impedance,” 
which plays a principal role in handling dynamic 
characteristics [3]. These features enable effective control of 
interaction between the manipulator and the environment by 
simply modulating these impedance parameters.  

There have been several studies on biologically-inspired 
motor learning. Cohen et al. suggested impedance learning 
strategy in a wall-following contact task by using Associative 
Search Network [4]. Another study on motor learning was 
performed by Izawa et al. [5]. They have investigated a motor 
learning method developed by RL for the musculoskeletal 
arm model in free movement. Though these studies are fairly 
interesting approach, they have the limitation of considering 
simple contact/non-contact problems only. 

On the other hand, there have been several works on 
impedance learning using Artificial Neural Network (ANN) 
in contact task [6], [7]. One of the noticeable works was done 
by Tsuji et al. [7]. This work suggests on-line virtual 
impedance learning method by exploiting visual information. 
Despite of its usefulness, ANN-based learning involves heavy 
computational load and easily lead to local minima problem.  

In this study, we chose RL as our learning framework. RL 
can handle an optimization problem in an unknown 
environment by making sequential decision policies that 
maximize external reward [8]. Though RL is used in wide 
areas of machine learning, there are several disadvantages, 
e.g., much computation time and large variance of samples, 
since it is the Monte-Carlo-based estimation method. 
Currently, two policy gradient approaches are being 
investigated to resolve these problems. One approach 
provides baseline for gradient estimator for reducing variance 
[9], [10], and the other suggests Bayesian update rule for 
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Fig. 1  A conceptual model of equilibrium point control hypothesis. 
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estimating gradient [11]. In this work, we select the former 
approach for constructing our RL algorithm. 

In this paper we propose a robot motor learning strategy 
based on the equilibrium point control hypothesis, in 
managing a contact task problem. In this work, episodic 
Natural Actor-Critic algorithm based on RLS filter is 
implemented for learning algorithm. Episodic Natural 
Actor-Critic method proposed by Peters et al. is known 
effective in high-dimensional continuous state/action system 
problems and can provide optimum closest solution [12]. To 
further reduce computational burden, we combined the 
method with RLS filter that was firstly suggested in the study 
of Park et al. [13]. This paper shows the effectiveness of the 
proposed strategy from the simulation results of 
multi-dimensional contact task, which is trajectory following 
in unknown environment and catching a flying ball using a 
two-link manipulator. 

This paper is organized as follows. The following section 
introduces the impedance-based controller. Next, we describe 
the details of learning strategy. Finally, simulation results and 
discussion of the results are presented. 

II. DESIGN MOTOR CONTROLLER 

A. Impedance Control and Stiffness ellipse 
Impedance as a physical characteristic of robot arm is one 

important factor for the dynamic interaction between a robot 
and its environment in task-space. Like a human executes the 
given task by changing human muscle’s property, a robot 
modulates impedance parameters to adapt to an environment. 

The control law for contact task is given as follows: [14] 
  

( )T
C CJ  = − + T q K x B x ,                 (1) 

: d= −x x x ,                   (2) 
  
In equation (1), J (q) is the manipulator Jacobian. In 

equation (2), the difference between the current position and 
the desired position of end-effector is defined as the 
displacement vector x . Matrices KC and BC in (1) are 
cartesian-stiffness matrix and cartesian-damping matrix, 
respectively. In this work, we assumes that the damping 
matrix is roughly proportional to the stiffness in joint-space, 
and the ratio of joint-damping matrix and the joint-stiffness 
matrix implies a time constant τ = BJ/KJ. The time constant is 
chosen to be 0.05 sec as in works of Flash and Won for arm 
movement [15]. 

For impedance control of a two-link manipulator, 2×2 
cartesian-stiffness matrix is formed as follows:  
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Using Singular Value Decomposition, the stiffness matrix 

can be decomposed as follows: 
   

T
C VVK Σ= ,                     (4) 

   
where, orthogonal matrix V consists of the eigenvectors of 
stiffness matrix, and diagonal matrix Σ consists of the 
eigenvalues of the stiffness matrix. These matrices could be 
represented geometrically as in Fig. 2. Now that the features 
of ellipse reflect the properties of end-effector’s stiffness, 
elements of stiffness matrix should be determined 
considering the ellipse’s characteristics – the magnitude (area 
of ellipse), shape (the ratio of major and minor axes), and 
orientation (direction of the major axis). Thus, the magnitude, 
shape, and orientation of the stiffness ellipse can be chosen to 
be control variables of the stiffness. By regulating the three 
parameters, desired impedance control can be achieved. The 
task-space stiffness matrix is assumed to be symmetrical and 
positively definite, and this provides a sufficient condition for 
static stability of the manipulator when it interacts with a 
passive environment [16].  

Another issue for impedance control is determination of 
virtual trajectory. This work sets the virtual end-effector 
trajectory which has a minimum- jerk velocity profile for the 
manipulator’s smooth movement [17]. The end-effector 
trajectory in task-space is planned from the start point xi to the 
final point xf as follows: 

  
3 4 5( ) ( )(10( ) 15( ) 6( ) )i f i

f f f

t t tx t x x x
t t t

= + − − +    (5) 

 
 Here, t is a current time and tf is the duration of movement. 

III. MOTOR SKILL LEARNING STRATEGY 

A. Reinforcement Learning 
In RL, the agent selects action at in discrete time t, then, 

receives next environmental state st and scalar valued reward 
rt as a result of the action. The reward rt is a criterion which 
indicates the action performance. Thus, the agent strives to 
maximize reward rt by modulating policy π(st,at) which 
determines action at each state. 

The RL aims to maximize the total sum of afterward 
rewards or the expected return. A discounted sum of rewards 
during one episode is widely used for the expected return as 

 
Fig. 2  A graphical representation of the end-effector’s stiffness in 
Cartesian space. The principal axes length λi and relative angle θ 
represents the magnitude and orientation of the end-effectors 
stiffness, respectively. 
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In equation (6), γ is a discounting factor (0≤γ≤1), and Vπ(s) 

is the value function which is an expected sum of rewards. 
In RL, the update rule of value function givens as, 
 

( )1( ) ( ) ( ) ( )t t t t tV s V s r V s V sα γ +← + − ⋅ − ,         (7) 

 
here, 1( ) ( )t t tr V s V sγ +− ⋅ −  is called a Temporal Difference (TD) 
error which plays an important role indicating whether the 
action at state st is good or not. Therefore, this updated rule is 
repeated for maximizing value function Vπ(s) until converge.  

B. RLS-based episodic Natural Actor-Critic 
In determining the learning algorithm, the task to be 

learned should be modeled. There are two conditions of task 
model. First, the task is modeled as a series of discrete 
moments (state). In this model, one procedure (one episode) 
finishes when state transition ends, and then it goes back to 
the initial state. Second, the task is modeled as a continuous 
state/action problem. Since such a high-dimensional 
continuous state/action system problems are more 
complicated to solve than discrete state/action ones, adopting 
Natural Actor-Critic (NAC) algorithm is an effective 
approach [12]. For reducing computational burden, Park et al. 
suggested modified NAC algorithm combined with RLS filter 
which is based on the Peters’ work [13]. However, that 
algorithm developed for infinitely repeated task which has no 
final state (non-episodic task). Hence, that is not compatible 
with our approach that treats episodic task. Therefore, this 
paper suggests a new algorithm based on the episodic NAC 
algorithm. We call this algorithm the “RLS-based eNAC 
algorithm.” 

The RLS-based eNAC algorithm has two separated 
memory structure which are called as actor and critic 
structure, respectively. Actor structure determines policy 
which selects action at each state, and critic structure 
criticizes a selected action of actor structure whether the 
action is good or not. 

In the actor structure, the policy is defined as 
π(a|s)=p(a|s,θ), and policy parameter θ is iteratively updated 
by following update rule, 

  
( )Jθθ θ α θ← + ∇ ,                (8) 

 
where, ( )Jθ θ∇  denoted a gradient of objective function. In 
the work of [9], the gradient of the objective function is 
derived from the natural gradient method studied by Amari 
[18]. It suggested a simpler update rule as follows:  

  
wJ αθθαθθ θ +≈∇+← )( .            (9) 

  
where, α is a learning rate (0≤α≤1). 

In the critic structure, least-squares TD-Q(λ) algorithm is 
adopted for minimizing TD error which is a deviation 
between expected return and current prediction value. From 
the value function update rule in (7), value function can be 
approximated by summing of two critic information vector, 
one is the compatible function approximator 

( , ) log ( )T
t t t t tA s a a s wπ

θ π= ∇  and the other is the value function 
Vπ(s) 1 . Rolling out all steps information of one episode, 
equation is summarized as: 

 

0
0

[ log ( ) ,1][ , ] ( , )
N

N t T T T T i
t t i it

i
a s rθγ π γ

=
=

∇ =∑ ∑w v s a .  (10) 

 
In equation (10), two vector w and v are used for updating 

actor parameter in (9), and for approximating a value function, 
respectively. Now, we can handle (10) as a least-square 
problem. Denoting each component of (10) to 

0
[ log ( ) ,  1]

TN t T
t tt

a sθφ γ π
=

= ∇∑ , [ , ]T T Tχ = w v  and 
0
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i
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=

=∑ s a , 

a least-square form of (10) could be denoted by, 
 

-1G uχ = ,                   (11) 
 

where u rφ= , TG φφ= . Using this method, solution vector 
χ can be solved immediately from the accumulated 
information obtained through all the episodes. After the first 
episode is ended, the critic information matrices G, u, χ are 
updated like this: 

 

0 0 0
TG δ φ φ+I , 1

0 0P G− .           (12) 
 
In equation (12), additional identity matrix δI, where δ is a 

positive scalar constant, is added to ensure the invertibility. 
However, from the second episode of critic update, the 
inverse matrix of P is obtained by RLS update rule which 
efficiently computes matrix inverse. Then, we could get the 
solution vector χ [19]. RLS update rule is given by, 
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                (13) 

 
1 More details about these derivation procedures were presented in [12]. 
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In equation (13), β is a forgetting factor (0≤β≤1) for 

accumulating past information in a discount manner. TABLE 
I shows the entire process of RLS-based episodic Natural 
Actor-Critic algorithm. 

C. Stochastic Action Selection 
The policy π plans a change rate of the magnitude, shape 

and orientation of stiffness ellipse at each state. Through the 
sequence of one episode, the parameters of stiffness ellipse 
are changed by policy. The final goal of the learning 
algorithm is to find optimized stiffness ellipse trajectory in 
episode. 

Policy π is in the form of Gaussian density function. In 
critic structure, compatible function approximator 

log ( )T
t ta sθ π∇  is derived from the stochastic policy π, and 

derivation procedure follows Williams’s study [9]. Policy is 
given by, 

 
2

2

1 ( )( ) ( , ) exp( )
22
aa s Ν a µπ µ σ

σσ π
− −= = .       (14) 

 
Since stochastic action selection is dependent on the 

condition of Gaussian density function, determining action 
policy is accomplished by tailoring the means µ and variances 
σ in (14). These variables are defined by, 

 

,
T

act t act act tµ ξ= ω s , 10.001
1 exp( )act act

act

σ ξ
η

 
= + + − 

, (15) 

 
where mean µ has a linear form of vector product with actor 
parameter vector ω and state vector st of each state. Constant 
coefficient ξ is a mean scaling factor, and variable σ with 
sigmoid function form has another actor parameter η and 
variance scaling factorξ . st is 5×1 vector is composed of 

joint angle displacement and velocity, [ ]1 2 1 2   1 T
t x x x x=s . 

There are three actions as shown in II. Therefore, actor 
parameter vector w=[ωT, ηT]T is composed of 15 mean 
elements ω and 3 variance elements η, totally 18×1 vector 
form.   

IV. CONTACT TASK APPLICATIONS 
This section shows two contact task problems and the results 
of task simulations. 

A. Trajectory Following in Unknown Environment 
First task is a trajectory following using a simple two-link 

revolute joint manipulator in an unknown force field 
environment. This task is motivated by the biomechanical 
study on arm movement [20]. In this work, the subject moves 
her hand to the goal position in a given time. However, unlike 
the case of free arm movement, the environment the subject 
interacts with is set to be a velocity-dependent force field. 
Therefore, the hand is hampered by receiving a force 
resistance as it move to the goal direction. The force field 
defined as follows, 

 
10 0
0 10damping

x
F

y
−   

=   −   
.           (16) 

 
The general dynamic equation for the simulation model is, 
 

( ) ( , ) ( ) T
dampingτ+ + = +M q q C q q G q J F ,       (17) 

 
where, ( )M q  are moment of inertia terms, ( , )C q q  are 
coriolis and centrifugal terms, and ( )G q  are gravitational 
terms. In this work, the gravitational terms ( )G q  are 

neglected since the arm motion plane is perpendicular to the 
gravity direction. TABLE II presents the physical properties 
of simulation model. 

The learning parameters are determined at α = 0.05, β = 
0.99, γ = 0.99. The limit bound of each action for changing 
stiffness ellipse configuration is set to [-10º,  10º](direction 
angle) for orientation, [-2, 2](ratio) for shape and [-200π, 
200π](area) for magnitude. Initial stiffness ellipse follows the 
configuration in [18]. From the initial state, stiffness ellipse is 
changed using the action policy at each state.  

The performance indices could be denoted by, 
 

1 1 1 2 2 2( ) ( )reward PI PIρ κ ρ κ= − + − , 

2 2
1 , ,

1

( ) ( )
N

d t t d t t
t

PI x x y y
=

= − + −∑ , 2 2
2 1, 2,

1

N

t t
t

PI τ τ
=

= +∑ . (18) 

 

TABLE I 
RLS-BASED EPISODIC NATURAL ACTOR CRITIC ALGORITHM 

Initialize each parameter vector: 
    

0 , , , tA b sθ θ= = = =0 0 0  

for each episode,  
    Run simulator: 
        for each step, 
            Take action at, from stochastic policy π,  
            then, observe next state st+1, reward rt. 
        end 
    Update Critic structure: 

    if first update, 
         Update critic information matrices, 
         following the initial update rule in (12). 
    else 
        Update critic information matrices, 
        following the recursive least-squares update rule in (13). 
    end 
Update Actor structure: 

    Update policy parameter vector following the rule in (9). 
repeat until converge  

 

TABLE II 
PHYSICAL PROPERTIES OF SIMULATION MODEL 

  Length(m) Mass(Kg) Inertia(Kg·m2) 
Link 1 0.11 0.20 0.0002297 
Link 2 0.20 0.18 0.0006887 
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In equation (18), PI1 is the sum of the position error 
between desired position and actual position of end-position 
of arm, and PI2 is the sum of the torque rate of each arm joint. 
The latter one represents the minimum-energy comsumption, 
which can be interpreted by metabolic costs for arm [21]. 
reward is set to be a weighted linear combination of these two 
PIs using parameter ρ. Parameter κ is an first-trial value of 
each PIs, therefore, the more PI is decrease, the more reward 
is increase. 

Fig. 3 shows the transition of stiffness ellipse trajectory 
before and after learning. As shown is Fig. 3, different 
combination of PIs yield different action phases. By and large, 
the major axis of the ellipse was directed to the goal position 
to overcome resistance of force field. However, examining 
the learning results in Fig. 4, the case of performance index 
combined with position error and torque rate supresses the 
increase of sum of torque rate than the case of only position 
error, with maintaining the similar performace enhancement 
in reducing position error.  

B. Catching a Flying Ball 
This task is a ball catching problem. The main issues in ball 

catching problem are how to detect ball trajectory and how to 
reduce impulse when a gripper catch the flying ball. This 
work focuses on the latter and assumes that the robot knows 
the ball trajectory in advance.  

Fig. 5 shows a simulation model of ball catching task. The 
physical properties of the arm are identical to those of the task 
model in the previous section. In this experiment, the 
dynamic simulation was performed using 
MSC.ADAMS2005, and control algorithm is implemented 
using Matlab/Simulink (Mathworks, Inc.). 

A task process is as follows: A ball is thrown to the arm 
gripper. The time for the ball to reach the gripper is 
approximately 0.8sec. After the ball is thrown to the gripper, 
the arm starts to move following the parabolic orbit of flying 
ball. While the gripper is moving, the gripper catches the ball, 
and then the arm moves to the goal point. The robot is set to 
catch the ball when the end-effector’s moving speed is the 
highest. This is assumed by considering human catching 
action: when a human catches a ball, she moves her arm 
backward to reduce impulse between the ball and her hand.   

The learning parameters and the limit bound of stiffness 
ellipse are identical to those of the task of the previous section 
except that we set the initial condition of stiffness ellipse to 
have a circular form with the area of 10000π. The reward is 
set to be an accumulated impulse at the moment of impact. 

 
2 2

, ,
1

N

x i y i i
i

reward F F t
=

= + ∆∑ .          (19) 

 
Fig. 6 illustrates the stiffness ellipse trajectory after 

  

 
 Fig. 3  A stiffness ellipse trajectory. From these figures, dotted line is a virtual trajectory and solid line is an actual trajectory. 
 (a) Before learning. (b) After learning (PI: Position error). (c) After learning (PI: position error and torque rate) 

 

 
 Fig. 4  The learning result of performance indices (average of 10 learning trial). (a) Sum of position error. (b) Sum of torque rate. 
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learning. As can be seen in the figure, the stiffness is soft in 
the direction of ball trajectory, while the stiffness normal to 
the ball orbit is much higher. Fig. 7 shows the gradual 
reduction of the accumulated impulse after iterations of 
learning. 

V. CONCLUSIONS 
Safety in contact tasks in unknown environments has 

become one of the important issues as robots spread their 
application to human-living space. The determination of 
impedance control parameters for a specific contact task 
would be the key feature in enhancing the robot performance. 
This work proposes a motor learning strategy for acquiring 
manipulation skills for contact tasks. We have demonstrated 
that the proposed learning method enhances the performance 
of some contact tasks.  

Future works we are preparing is to extend task field which 
treats more complex tasks such as complex assembly and 3 

dimensional problems from the 2 dimensional tasks as shown 
in this paper. We expect that this strategy can be used to teach 
motor skills to a service robot that needs to carry out various 
contact tasks. 
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Fig. 6  A stiffness ellipse trajectory. 

 
Fig. 7  A learning result of accumulated impulse. 

 
Fig. 5  A simulation model of catching a flying ball. 
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