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Abstract—A lot of plumbings such as gas pipes and water pipes exist in public utilities, factories, power plants and so on. It is difficult for humans to inspect them directly because they are long and narrow. Therefore, automated inspection by robots equipped with camera is desirable, and great efforts have been done to solve this problem. However, many of existing inspection robots have to rotate the camera to record images in piping because a conventional camera with a narrow view can see only one direction while piping has a cylindrical geometry. The use of an omni-directional camera that can take images of 360° in surroundings at a time is effective for the solution of the problem. However, the shape measurement is difficult only with the omni-directional camera. Then, in this paper, we propose a reconstruction method of piping shape by using an omni-directional camera and an omni-directional laser with a light section method and a structure from motion analysis. The validity of the proposed method is shown through experiments.

I. INTRODUCTION

A lot of plumbings such as gas pipes and water pipes exist in public utilities, factories, power plants and so on. These facilities are important and indispensable for our lives. However, these pipes become deteriorated by aging and internal damage comes to existence. If the damage grows large, a serious accident may happen.

To find such damage at the early stage, and to take precautions against possible accidents, it is important to recognize the pipe state. However it is difficult for humans to inspect the pipe state directly because they are long and narrow and often laid underground. Therefore, automated inspection by robots equipped with camera is desirable and many efforts have been done to solve the problem [1][2][3][4][5][6].

However, many of existing inspection robots have to rotate the camera to record images in piping because a conventional camera with a narrow view can see only one direction while piping has a cylindrical geometry. There is a problem that inspection robot have to stop every time at the point where the robot records the image. Therefore, it takes long time to measure pipe shape.

On the other hand, vision sensors with a wide field of view have been invented; e.g. a fisheye camera and an omni-directional camera. They have a variety of potential applications, such as mobile robot navigation [7], and telepresence technology [8]. Particularly, previous studies showed that an omni-directional camera is effective in measurement and recognition of environment [9].

Kannala et al. proposed a pipe inspection method using omni-directional vision sensor for robot vision [10]. They use the structure from motion analysis which is a kind of passive measurement. However, the method has to extract and track feature points to get corresponding points between images. If corresponding point detection fails, the measurement accuracy decreases.

To solve this problem, a light section method which is a kind of active measurement is proposed instead of passive measurement like the structure from motion. The light section method has an advantage that the method usually has no difficulty in finding corresponding points. Therefore, measurement is more reliable than structure from motion analysis and the method is used in various fields [11][12].

However, in general, the light section method requires that the position and the orientation of the camera be constant while measurement. If the camera moves, it is difficult to integrate of the measurement results. Therefore, the camera motion estimation (the relative relations of camera positions and orientations) is important for the measurement. The idea of light section method with omni-directional camera can be found in works such as papers [13][14].

Yi et al. do not describe camera motion estimation, Orghidan et al. proposed a camera motion estimation method based on ICP algorithm. However, the method is difficult for estimation of six degrees of freedom. On the other hand, the structure from motion analysis has the advantage that it can estimate the camera motion with 3-D measurement. Thus, the method is used not only for pipe inspection but also for construction of an environment map [15][16].

We have already proposed a reconstruction method of pipe shape with a light section method and a structure from motion analysis [17]. There is a problem that the texture information was not considered. The texture information is important for pipe inspection. Therefore, a 3-D pipe model which has shape information and texture information is effective for recognition of pipe state.

In this paper, we propose a 3-D measurement method using an omni-directional camera and an omni-directional laser with a light section method and a structure from motion analysis. Our method calculates 3-D coordinates by the light section method. The individual measurement data is integrated with...
the information of camera motion estimated by the structure from motion analysis. By pasting textures on the measurement data, a 3D Pipe model is generated.

II. OUTLINE

An inspection robot executes 3-D measurement by using a rangefinder constructed with an omni-directional camera (Fig.1) and a laser source that can emit laser light in all direction orthogonal to the head (Fig.2).

The process of our method is shown in Fig.3. As the first step, the inspection robot acquires an omni-directional image sequence during its locomotion while emitting laser light.

The second step calculates 3-D coordinates of measurement points by the light section method.

The third step estimates a camera motion by the structure from motion method and integrates measurement results.

Finally, a triangular mesh is generated from the measurement results. By texture mapping to the triangular mesh, the 3-D model of pipe is reconstructed.

III. 3-D MEASUREMNT

We use the light section method for 3-D measurement. First, we extract image coordinates of laser light from an omni-directional image sequence.

Then, the 3-D coordinates of measurement point are given as the cross-point of a ray vector and the laser light.

A. Laser Light Extraction

The laser light reflected by the measurement object is captured by the omni-directional camera as a circular area with some width. Therefore, we have to extract the peak (the pixel that has the highest intensity) from the area that can be considered as the laser light on image. We use the Gaussian approximation method [18] to extract the peak.

In order to detect the laser light, we scan radially around the center of the omni-directional image (Fig.4). We approximate the changing of intensity value in the radial direction to the Gaussian distribution (Fig.5).

Then, we select the three highest intensity values from the laser light. The subpixel offset \( d \) is calculated from these values by Eq.(1).

\[
d = \frac{1}{2} \ln\left(\frac{f(i+1)}{f(i-1)}\right) \quad \text{where} \; f(i) \text{ denotes the intensity at } i \text{ which is an image coordinate of the observed peak. As a result, } (i + d) \text{ is obtained as the image coordinate of the laser light.}
\]

B. 3-D Coordinates Calculation

We define a unit vector which starts at the center of projection and ends at a measurement point in 3D space as a ray vector \( r = [x, y, z]^T \), where \( T \) stands for transposition of a vector.

The omni-directional camera has a hyperboloid mirror in front of lens of a conventional camera. Therefore, as shown in Fig.6, ray vector \( r \) is directed from the focus of the hyperboloid mirror to the reflection point of the ray on the mirror surface.

Ray vector \( r \) is calculated from image coordinates \([u, v]\) of the laser light using Eqs.(2), (3) and (4).

\[
s = \frac{a^2 (f \sqrt{a^2 + b^2} + b \sqrt{u^2 + v^2 + f^2})}{a^2 f^2 - b^2 (u^2 + v^2)}
\]

\[
c = \sqrt{a^2 + b^2}
\]

Then, we define the plane of laser light as Eq.(5). In the equation, \( k_1, k_2, k_3, k_4 \) are the planar parameters, and which calibrated in advance.

\[
k_1 x + k_2 y + k_3 z + k_4 = 0
\]

From Eqs.(2), (3), (4) and (5) the 3-D coordinates of the
measurement point is calculated by Eq.(6).

\[
\begin{bmatrix}
  x_p \\
  y_p \\
  z_p
\end{bmatrix} = \begin{bmatrix}
  -k_4 \\
  k_1 s_u + k_2 s_v + k_3 (s_f - 2c) \\
  s_f - 2c
\end{bmatrix}
\]  

(6)

IV. CAMERAMOTION ESTIMATION

We use a structure from motion analysis for camera motion estimation [19].

First, the robot acquires an omni-directional image sequence during its locomotion.

Second, the method extracts and tracks feature points to get corresponding points in the omni-directional image sequence.

The camera motion is estimated by the linear estimation, which uses the positions of corresponding points in two images taken at each observation point.

In order to estimate the camera motion more precisely, re-estimation of camera motion is performed with nonlinear estimation.

A. Corresponding Point Acquisition

For getting corresponding points between images in the omni-directional image sequence, the method extracts feature points in the first image and then tracks them along the sequence. In our method, we use SIFT (Scale Invariant Feature Transform) algorithm [20].

First, we extract feature points. By comparing these points between two images taken before and after the robot movement, we get corresponding points which are regarded as the same point in 3-D space (Fig. 7).

B. Estimation of Camera Motion

In order to estimate camera motion, we calculate the essential matrix which contains information about relative position and orientation differences between two observation points.

Essential Matrix \( \mathbf{E} \) satisfies Eq.(7).

\[
\mathbf{r}_i^T \mathbf{E} \mathbf{r}_i = 0
\]  

(7)

where \( \mathbf{r}_i = [x_i, y_i, z_i]^T \), \( \mathbf{r}_i' = [x'_i, y'_i, z'_i]^T \) are the ray vectors of the corresponding point in two images, respectively. Equation (7) is transformed into Eq.(8).

\[
\mathbf{u}_i^T \mathbf{e} = 0
\]  

(8)

where

\[
\mathbf{u}_i = [x_i x'_i, y_i y'_i, z_i z'_i]^T, \mathbf{e} = [e_{11}, e_{12}, e_{13}, e_{21}, e_{22}, e_{23}, e_{31}, e_{32}, e_{33}]^T
\]

Essential matrix \( \mathbf{E} \) is obtained by solving simultaneous equations for more than eight pairs of corresponding ray vectors. This means that we solve Eq.(9).

\[
\min_e \| \mathbf{U} \mathbf{e} \|^2
\]

(9)

where \( \mathbf{U} = [\mathbf{u}_1, \mathbf{u}_2, \cdots, \mathbf{u}_n]^T \). Essential matrix \( \mathbf{E} \) is obtained from \( \mathbf{e} \) which is given as the eigenvector of the smallest eigenvalue of \( \mathbf{U}^T \mathbf{U} \).

From essential matrix \( \mathbf{E} \), we calculate rotation matrix \( \mathbf{R} \) and translation vector \( \mathbf{t} \).

Essential matrix \( \mathbf{E} \) is represented by rotation matrix \( \mathbf{R} \) and translation vector \( \mathbf{t} = [t_x, t_y, t_z]^T \).

\[
\mathbf{E} = \mathbf{R} \mathbf{T}
\]

Here, \( \mathbf{T} \) is a matrix given as follows.

\[
\mathbf{T} = \begin{bmatrix}
  0 & -t_z & t_y \\
  t_z & 0 & -t_x \\
  -t_y & t_x & 0
\end{bmatrix}
\]  

(11)

However, all feature points tracked along the image sequence do not behave as corresponding points because of image noise. Mistracked Feature points should be rejected as outliers. To solve this problem, we employ a method of RANSAC (RANdom SAmple Consensus) [21].

In the procedure, we select randomly eight feature points, which are the minimum number of points for determining essential matrix \( \mathbf{E} \). Let \( \mathbf{E}_{\text{rand}} \) be the essential matrix determined by using these feature points, and \( k \) be the number of feature points satisfying Eq.(12), where \( q \) is a given threshold.

\[
|\mathbf{r}_i'^T \mathbf{E}_{\text{rand}} \mathbf{r}_i| < q
\]  

(12)

We repeat this process of determining essential matrix \( \mathbf{E}_{\text{rand}} \) and number \( k \) for predetermined times. Then we choose the case with the maximum number of \( k \), and remove feature points that do not satisfy Eq.(12) as outliers.

Finally, we calculate essential matrix \( \mathbf{E} \) by Eq.(9) using the remaining feature points.

C. Re-Estimation of Camera Motion

The Rotation matrix and the translation vector estimated in Section 4.3 may not be always good results because of various errors in images. Then, we re-estimate the camera motion in consideration of the measurement errors in each feature point.

We use bundle adjustment [22] for re-estimation of the camera motion. The method minimizes the sum of feature reprojection errors which means difference between the image coordinates of the original feature point and the reprojected point.

D. Scale Match Method

The structure from motion analysis cannot determine the distance to images for two observation points because the measurement only uses images for input and does not get any scale information.
However, the 3-D coordinates of point measured by the light section method include scale information. Therefore, we use the measurement result by the light section method for scale matching.

First, we measure the 3-D coordinates of a point by the light section method. The 3-D coordinates of the same point are measured by the structure from motion analysis (the green circle in Fig.8). The ray vector is calculated from corresponding points. Template matching based on normalized cross-correlation is used for getting corresponding points. Then, the 3-D coordinates of the point are given as those of the cross-point of two ray vectors.

![Fig.8 Scale matching](image)

Scale matching is realized by making the 3-D coordinates of the same point as close as possible. Minimization of deviation of the two resultant coordinates of the same point is more sensitive when the point lies farther from the observation point. Therefore it is appropriate to minimize the distances of coordinates. Scale $s$ is calculated by Eq.(13).

$$
\min \sum_{k=1}^{m} \| \log(p_k) - \log(s'p_k') \|^2
$$

where $p_k = [x_k, y_k, z_k]^T$ represents the measurement result by the light section method, and $p_k' = [x'_k, y'_k, z'_k]^T$ represents the measurement result by the structure from motion analysis. By the procedure, we can integrate the individual measurement data with matched scale.

V. TEXTURE MAPPING

A triangular mesh is generated from integrated measurement data by using the 3-D Delaunay triangulation. But, the Delaunay triangulation generates a triangular mesh which contradicts a physical shape because the triangular mesh does not consider the shape of the measurement object. Therefore, we apply the triangular optimization method [23] to the triangular mesh. The method adapts the triangular mesh to the physical shape by detecting a texture distortion. By texture mapping to the triangular mesh, a 3-D environment model is constructed.

VI. EXPERIMENTS

In the experiment we measured two objects. One is a rectangular container and the other is a pipe. The size of input image is 1920x1080 pixels.

In 3-D measurement, we used images without ambient illumination. Also, in camera motion estimation, we used images with ambient illumination.

A. Accuracy Evaluation Experiment

The experimental environment is shown in Fig.9. We fixed an omni-directional camera and an omni-directional laser to a jig (Fig.10). The laser light was emitting while lifting the jig in container. Then, we acquired an image sequence by using the omni-directional camera.

Figures 11 and 12 show acquired images with ambient illumination and without ambient illumination. Figure 13 shows the result of measurement. The result shows our proposed method can reconstruct the 3-D shape of the container.

Table 1 shows the standard deviations from the least square planes. Table 2 shows angles between two planes calculated by a least square method and Table 3 shows the distances between corner points.

The errors of distances between corner points are within the theoretical value of our proposed method.

![Fig.9 Experimental environment 1](image)

![Fig.10 Measurement device 1](image)

![Fig.11 Image with ambient illumination 1](image)

![Fig.12 Image without ambient illumination 1](image)

![Fig.13 Reconstruct of container](image)

Table 1 Standard deviations from the least square error plane

<table>
<thead>
<tr>
<th>Surface</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front</td>
<td>1.08mm</td>
</tr>
<tr>
<td>Rear</td>
<td>0.88mm</td>
</tr>
<tr>
<td>Left</td>
<td>0.85mm</td>
</tr>
<tr>
<td>Right</td>
<td>0.69mm</td>
</tr>
</tbody>
</table>
Table 2 Angles between two least square error planes

<table>
<thead>
<tr>
<th>Surface Configuration</th>
<th>Measurement value</th>
<th>Ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front and Left Surfaces</td>
<td>90.4deg</td>
<td>90.0deg</td>
</tr>
<tr>
<td>Rear Surface and Left Surface</td>
<td>89.6deg</td>
<td>90.0deg</td>
</tr>
<tr>
<td>Front Surface and Right Surface</td>
<td>90.6deg</td>
<td>90.0deg</td>
</tr>
<tr>
<td>Rear Surface and Right Surface</td>
<td>89.4deg</td>
<td>90.0deg</td>
</tr>
</tbody>
</table>

Table 3 Distances between corner points

<table>
<thead>
<tr>
<th>Surface</th>
<th>Measurement value</th>
<th>Ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front Surface</td>
<td>282mm</td>
<td>285mm</td>
</tr>
<tr>
<td>Rear Surface</td>
<td>283mm</td>
<td>285mm</td>
</tr>
<tr>
<td>Left Surface</td>
<td>567mm</td>
<td>570mm</td>
</tr>
<tr>
<td>Right Surface</td>
<td>568mm</td>
<td>570mm</td>
</tr>
</tbody>
</table>

B. Measurement Experiment

We prepare a pipe as a measurement object and performed an accuracy evaluation of shape reconstruction. Also we prepare a manipulator and installed an omni-directional camera and an omni-directional laser. The accuracy evaluation of camera motion estimation is performed by using the trajectory information of manipulator.

The experimental environment is shown in Fig.14. Figure 15 shows the actual image of the pipe. Assuming the case where the imperfection exists in the pipe, we added a projection to the pipe as shown in Fig. 16. The camera moved with the manipulator as shown in Fig. 17. The laser light was emitting while the manipulator moved in the pipe. Then, we acquired an image sequence by using the omni-directional camera.

Figures 18 and 19 show acquired images with ambient illumination and without ambient illumination, respectively.

Figure 20 shows the estimated camera motion. Color points represent the measurement results. Black points represent the ground truth. Table 4 shows the accuracy evaluations of estimated camera motion. Our proposed method can estimate the camera motion within a 3mm error margin.

These results show our proposed method can estimate camera motion while the camera moves arbitrarily.

Figures 21 and 22 show the result with our proposed method and the result using movement information of the manipulator. (a) is the bird’s eye view of the experimental result. (b) is the top view of the experimental result.

By comparing Figs.21 to 22, we can say our proposed method can reconstruct the pipe shape with high precision.

Table 5 shows comparison of the ground truth values and the measurement data. In Table 5, the measurement value of the inside diameter is calculated by cylinder fitting. The result shows our proposed method can measure the pipe with high precision.

Figures 23 and 24 shows the experimental result of texture mapping. (a) is the front view. (b) is the internal view. The result shows our proposed method can measure the pipe in detail. By using texture information, recognition of the convex part becomes easy.

VII. CONCLUSIONS

In this paper, we propose a reconstruction method of pipe shape by using an omni-directional laser and an omni-directional camera with a light section method and a structure from motion analysis. Experimental results showed the effectiveness of the proposed method.

As future works, we should improve the proposed rangefinder to emit an illumination light. Also we should install the proposed rangefinder to inspection robot.
Projection

(a) Bird’s-eye view                               (b) top view
Fig.21 Reconstruction of pipe shape with the proposed method

(a) Bird’s-eye view                               (b) top view
Fig.22 Reconstruction of pipe shape with movement information of manipulator

Table 5 Accuracy evaluation

<table>
<thead>
<tr>
<th>Measurement value</th>
<th>Ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inside diameter</td>
<td>394.8mm</td>
</tr>
<tr>
<td>Height</td>
<td>8mm</td>
</tr>
<tr>
<td>Width</td>
<td>7mm</td>
</tr>
<tr>
<td>Depth</td>
<td>103mm</td>
</tr>
</tbody>
</table>

(a) Front view                                     (b) Internal view
Fig.23 Result of texture mapping with our proposed method

(a) Front view                                     (b) Internal view
Fig.24 Result of texture mapping with movement information of manipulator
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