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Abstract—The problem of maximizing the transparency of specification automata for discrete event systems (DES’s) is investigated. In a transparent specification automaton, events that are irrelevant to the specification but can occur in the system are ‘hidden’ in self-loops. Different automata of the same specification on a DES can be associated with different sets of such irrelevant events; and any such automaton is said to be the most transparent if it has an irrelevant event set of maximal cardinality. The transparency maximization problem is theoretically formulated and a provably correct solution algorithm is obtained. The most transparent specification automaton essentially shows the precedence ordering among events from a minimal cardinality set that is relevant to the intended requirement, and should help towards resolving the long-standing problem in specification, namely: how do we know that a specification in automata does indeed capture the intended control requirement?

Index Terms—Discrete event systems, specification automata, language relevance, transparency.

I. INTRODUCTION

Many real world systems can be modeled as discrete-event systems (DES’s). In the seminal work of Ramadge and Wonham [1], a DES is modeled as a finite automaton. A controller (called supervisor), also modeled as a finite automaton, observes the events executed in the DES and restricts the system to certain sequences of events admitted by a design specification. In practice, a specification is often expressed in a regular language and can thus be modeled by a finite automaton. Such an automaton is often manually prescribed by a system designer following a linguistic description (verbal or textual) of some control requirement; or it may be automatically translated from one already expressed as some temporal logic specification [2]. Deciding if a specification automaton actually reflects the intended control requirement correctly and completely lacks formal theoretical support, and is a challenging task especially for a large DES. The uncertainty of whether or not an intended requirement is correctly modeled by an automaton has been experienced in many automation applications of the automata-based DES framework (e.g., robotics [3], [4], automated manufacturing [5], [6], and intelligent service transportation [7]).

In this paper, we propose a specification framework for investigating and maximizing the transparency of control specifications prescribed in finite automata. Prescribing a specification in automata is often a non-trivial task requiring working knowledge of the entire DES. In a transparent specification automaton, events that are irrelevant to the specification but can occur in the system are ‘hidden’ in self-loops; while events that are relevant to the specification are highlighted in diligent transitions (i.e., those connecting distinctly different states). The most (or maximally) transparent automaton should (visually) highlight only sequences of events from a specification-relevant event set of minimal cardinality. Conversely, it should hide events from a specification-irrelevant event set of maximal cardinality. Such transparency could more readily highlight the linguistic description of the specification. For an intuitive example, the reader might want to skip ahead to Section VI for a maximally transparent specification automaton (see Fig. 1(d)) of a first come, first served control requirement for a resource allocation system.

Related works (e.g., [8], [9]) focus on minimizing or reducing the number of states in a supervisor automaton to achieve economy of implementation. The procedures developed might lead to transparent automata in certain cases. However, our problem is different as it focuses on maximizing transparency of specification automata. In so doing, we attempt to render a specification automaton more understandable for a system designer, as opposed to state reduction in a supervisor. Computing a maximally transparent specification automaton may minimize or reduce the number of states in it as a byproduct.

The rest of this paper is organized as follows. In Section II, we review preliminary concepts in languages and automata theory that are most relevant to this paper. We then define the concepts of a transparent automaton and a relevant specification language (Section III-A), and formally state the problem of finding a maximally transparent specification automaton (Section III-B). In Section IV, we provide the detailed problem analysis. Our first main result (Theorem 1) establishes the connection between the two defined concepts, motivating the development of a formal language relevance verification procedure (Section V-A, Theorem 2) and a procedure to compute a set of relevant events of minimal cardinality for a given specification language (Section V-B). Based on the two developed procedures, a provably correct solution algorithm (Algorithm 1, Theorem 3) for the problem of finding a maximally transparent specification automaton is then presented in Section V-C. In Section VI, an illustrative example is provided to demonstrate the concept of a transparent specification synthesized using Algorithm 1. Finally, Section VII concludes the paper and points to some future work.

II. PRELIMINARIES: LANGUAGES AND AUTOMATA

Let $\Sigma$ be a finite alphabet of symbols representing individual events. A string is a finite sequence of events from $\Sigma$. Denote $\Sigma^*$ as the set of all strings from $\Sigma$ including the
empty string $\varepsilon$. A string $s'$ is a prefix of $s$ if ($\exists t \in \Sigma^*$) $s't = s$, where $s't$ is the string obtained by catenating $t$ to $s'$.

A language $L$ over $\Sigma$ is a subset of $\Sigma^*$. Say $L_1$ is a sublanguage of $L_2$ if $L_1 \subseteq L_2$. The prefix closure $\bar{L}$ of a language $L$ is the language consisting of all prefixes of its strings. Clearly $L \subseteq \bar{L}$, because any string $s$ in $\Sigma^*$ is a prefix of itself. A language $L$ is prefix-closed if $L = \bar{L}$.

Given $\Sigma^1 \subseteq \Sigma^2$, the natural projection $P_{\Sigma^2, \Sigma^1} : (\Sigma^2)^* \rightarrow (\Sigma^1)^*$, which erases from a string $s \in (\Sigma^2)^*$ every event $\sigma \in (\Sigma^2 - \Sigma^1)$, is defined recursively as follows:

$$P_{\Sigma^2, \Sigma^1}(s) = \begin{cases} P_{\Sigma^2, \Sigma^1}(s) & \text{if } \sigma \in \Sigma^1; \\ P_{\Sigma^2, \Sigma^1}(s) & \text{otherwise.} \end{cases}$$

For $L \subseteq (\Sigma^2)^*$, $P_{\Sigma^2, \Sigma^1}(L) \subseteq (\Sigma^1)^*$ denotes the language $\{P_{\Sigma^2, \Sigma^1}(s) \mid s \in L\}$.

If a language is regular, then it can be generated by an automaton. An automaton $G$ is a 5-tuple $(Q, \Sigma, \delta, q_0, Q_m)$, where $Q$ is the finite set of states, $\Sigma$ is the finite set of events, $\delta : \Sigma \times Q \rightarrow Q$ is the (partial) transition function, $q_0$ is the initial state and $Q_m \subseteq Q$ is the subset of marker states.

In this paper, a language is assumed to be regular. Write $\delta(\sigma, q)!$ to denote that $\delta(\sigma, q)$ is defined, and $\neg\delta(\sigma, q)!$ to denote that $\delta(\sigma, q)$ is not defined. The definition of $\delta$ can be extended to $(\Sigma^*) \times Q$ as follows:

$$\delta(\varepsilon, q) = q,$$

$$(\forall \sigma \in \Sigma)(\forall s \in (\Sigma^*)^\dagger)\delta(\sigma, s) = \delta(\sigma, \delta(\varepsilon, q)) = \delta(\sigma, q).$$

The behaviors of automaton $G$ can then be described by the prefix-closed language $L(G)$ and the marked language $L_m(G)$. Formally,

$$L(G) = \{s \in (\Sigma^*)^\dagger \mid \delta(s, q_0) = q\},$$

$$L_m(G) = \{s \in L(G) \mid \delta(s, q_0) \in Q_m\}.$$ A state $q \in Q$ is reachable if ($\exists s \in (\Sigma^*)^\dagger$) $\delta(s, q_0) = q$, and coreachable if ($\exists s \in (\Sigma^*)^\dagger$) $\delta(s, q) \in Q_m$. Automaton $G$ is reachable if all its states are reachable, and $G$ is coreachable if all its states are coreachable and so $L_m(G) = L(G)$. $G$ is then said to be trim if it is both reachable and coreachable. If $G$ is not reachable, then a reachable automaton, denoted by $Ac(G)$, can be computed to generate the same prefix-closed and marked languages with $G$ by deleting from $G$ every state that is not reachable. Similarly, if $G$ is not trim, then a trim automaton, denoted by $Trim(G)$, can be computed to generate the same marked language as $G$ by deleting from $G$ every state that is either not reachable or not coreachable.

### III. Problem Concepts and Description

#### A. Automaton Transparency and Language Relevance

**Definition 1:** Given a DES $G = (Q, \Sigma, \delta, q_0, Q_m)$, and a language $L$ such that $L = L_m(A)$, where automaton $A = (X, E, \xi, x_0, X_m)$. If $A$ is said to be a specification automaton (of $L$ for DES $G$), then 1) $E = \Sigma$, 2) $L_m(A) \cap L_m(G) = L(A) \cap L(G)$, and 3) $A$ is trim.

Intuitively, a well-defined specification automaton for DES $G$ models a task (marked) sublanguage of $G$ over event set $\Sigma$. The sublanguage $L_m(A) \cap L_m(G)$ is well modeled in that every common prefix string in $L(A) \cap L(G)$ can be extended to a marked string in $L_m(A) \cap L_m(G)$, thereby specifying an uninhibited sequence of event executions to complete some task.

**Definition 2:** A specification automaton $A$ (for DES $G$) is said to be $\Sigma_{irr}$-transparent if $\Sigma_{irr} \subseteq \Sigma$ is a set of strictly self-loop events in $A$, i.e., ($\forall \sigma \in \Sigma_{irr}$) ($\forall x \in X$) ($\xi(\sigma, x) \Rightarrow \xi(\sigma, x) = x$).

A $\Sigma_{irr}$-transparent specification automaton $A$ has all the events in $\Sigma_{irr} \subseteq \Sigma$ ‘hidden’ in self-loops, thus showing more explicitly the precedence ordering of the rest of the events deemed relevant to the intended requirement that it specifies. In other words, those events in $\Sigma_{irr}$ can be considered irrelevant to the specification, although they can occur in the DES $G$. We postulate that for the most (or maximally) transparent automaton $A$, the irrelevant event set $\Sigma_{irr}$ must be of maximal cardinality.

**Definition 3:** A language $K \subseteq L_m(G)$ is said to be $\Sigma_{rel}$-relevant with respect to (w.r.t) $G$ if ($\forall s, s' \in (\Sigma^*)^\dagger$) for which $P_{\Sigma^2, \Sigma^1}(s) = P_{\Sigma^2, \Sigma_{rel}}(s')$, the following two conditions are satisfied:

1) ($\forall \sigma \in \Sigma$) ($\forall s \in K$ and $s' \in K$ and $s' \sigma \in L(G)$) $\Rightarrow$ ($s' \sigma \in K$).

2) $s \in K$ and $s' \in K \cap L_m(G) \Rightarrow s' \in K$.

Informally, Condition 1 asserts that the projected language of $K$ onto events from $\Sigma_{rel}$ is sufficient to highlight the relevant precedence ordering of events as specified. Condition 2 asserts that the projected language of $K$ can sufficiently highlight the relevant marking as specified for $G$. Thus, when a language $K \subseteq L_m(G)$ is $\Sigma_{rel}$-relevant w.r.t $G$, it means that the precedence order among events from $\Sigma_{irr}$ contains the essence of the specification for $G$ that $K$ embodies. $\Sigma_{rel}$ is called a relevant event set of such a $K$.

**Remark 1:** Note that language relevance w.r.t a set of relevant events and language observability [10] w.r.t a set of observable events may share identical mathematical conditions, but their concepts are fundamentally different: events in a relevant event set need not be observable in the control-theoretic sense, but are identified as a collective set that can prescribe the essence of a specification in an automaton.

#### B. Problem Statement

We now formally state the problem of finding a maximally transparent specification automaton $A$ that models a given language $K \subseteq L_m(G)$ on DES $G$, i.e., $L_m(A) \cap L_m(G) = K$.

**Problem 1:** Given DES $G = (Q, \Sigma, \delta, q_0, Q_m)$ and a specification language $K \subseteq L_m(G)$, construct a specification automaton $A$ (according to Definition 1) so that:

1) $A$ is $\Sigma_{irr}$-transparent and $L_m(A) \cap L_m(G) = K$;

2) ($\forall \Sigma' \subseteq \Sigma$ ($\forall \Sigma' \not\supseteq \Sigma_{irr}$)), there is no $\Sigma'$-transparent specification automaton $A'$ such that $L_m(A') \cap L_m(G) = K$.

For the language $K$ under DES $G$, Condition 1 specifies the $\Sigma_{irr}$-transparency of $A$ and Condition 2 specifies the maximal cardinality of the irrelevant event set $\Sigma_{irr} \subseteq \Sigma$ associated with $A$.

### IV. Problem Analysis

In what follows, if a language $K \subseteq L_m(G)$ is $\Sigma_{rel}$-relevant, then a specification automaton $A$ that is ($\Sigma - \Sigma_{rel}$)-transparent can be synthesized such that $L_m(A) \cap L_m(G) = K$. 

1475
Procedure \( Trans(H, E_{err}) \)

Input: Automaton \( H = (Y, E, \zeta, y_0, Y_m) \) and an event subset \( E_{err} \subseteq E \);
Output: An automaton \( A = (X, E, \xi, x_0, X_m) \) that is \( E_{err} \)-transparent;

begin
Let \( \pi : X' \to 2^Y - \{\emptyset\} \) be a bijective mapping and \( E_{rel} = E - E_{err} \);

Step 1: Compute \( A' = (X', E_{rel}, \zeta', x'_0, X'_m) \):
- \( x'_0 \in X' \) with \( \pi(x'_0) = \{s \in Y : (\exists s \in Y_m) (s \in L_{err}(y_0)) \} \);
- \( X'_m = \{s \in X' \mid (\exists s \in Y_m) (\exists s \in L_{err}(y_0)) \} \);
- \( (\forall \sigma \in E_{rel}) (\forall x' \in X')(\exists x \in X) (\xi'(\sigma, x') \equiv \pi(x')) \);
- \( \exists \sigma \in E_{rel} (\forall x' \in X')(\xi'(\sigma, x') \equiv \pi(x')) \);

When defined, \( \xi'(\sigma, x') = x' \) with \( \pi(x') = \{s \in \Sigma : (\exists y \in \pi(x')) (\exists s \in Y_m) (s \in L_{err}(y_0)) \} \);

Step 2: Trim \( A' \) to get \( A'' = (X, E_{rel}, \xi, x_0, X_m) \):

Step 3: Compute \( A \) from \( A'' \):
- \( (\forall \sigma \in E_{rel}) (\forall x \in X) (\exists \sigma \in \Sigma) (\xi(\sigma, y) \equiv \pi(\sigma)) \) then add a self-loop transition for \( \sigma \) at state \( x \); \( \xi(\sigma, x) \equiv x \);
- The resulting automaton \( A \) is the output automaton.

Return \( A \);
end

Procedure \( Trans \) computes and returns an automaton \( A \) from a given automaton \( H \) and an event subset \( E_{err} \). Essentially, Step 1 and Step 2 of \( Trans \) involve computing an automaton \( A'' \) that is due to the projection of the languages of \( H \) onto \( E_{rel} \), i.e., \( L_m(A'') = P_{E_{rel}}(L_m(H)) \) and \( L(A'') = P_{E_{rel}}(L(H)) \); and Step 3 adds additional self-loop transitions of events in \( E_{err} \) to \( A'' \) to obtain the resulting automaton \( A \). As a result, the procedure has exponential time complexity of \( O(2^{|Y|}) \), where \( Y \) is the state size of the input automaton \( H \). This exponential time complexity, however, can be avoided if \( H \) has some special structure w.r.t \( E_{rel} \), which will be discussed later in Section V-C.

The following lemma summarizes important properties of the computed automaton \( A \).

**Lemma 1:** Let \( H = (Y, E, \zeta, y_0, Y_m) \), \( E_{err} \subseteq E \), \( E_{rel} = E - E_{err} \) and \( A = Trans(H, E_{err}) \). Then:
1. \( A \) is \( E_{err} \)-transparent.
2. \( (\forall s \in E') (\forall \sigma \in E) [(s, \sigma) \in L(A) \Rightarrow (s', \sigma) \in L(H)] \) and \( P_{E_{rel}}(s') = P_{E_{rel}}(s) \).
3. \( (\forall s \in L_m(A)) (\exists s' \in L_m(H)) (\exists x \in X_m) [(s, \sigma) \in L(A) \Rightarrow (s', \sigma) \in L(H)] \) and \( P_{E_{rel}}(s') = P_{E_{rel}}(s) \).
4. \( L_m(A) \subseteq L_m(H) \) and \( L(A) \subseteq L(H) \).

We may now state our main result.

**Theorem 1:** Given a DES \( G = (Q, \Sigma, \delta, q_0, Q_m) \), a language \( K \subseteq L_m(G) \) and an event subset \( \Sigma_{err} \subseteq \Sigma \). There exists a specification automaton \( A \) that is \( \Sigma_{err} \)-transparent for \( G \) such that \( K = L_m(A) \cap L_m(G) \) if and only if \( K \) is \( (\Sigma - \Sigma_{err}) \)-transparent.

**Proof:** Let \( \Sigma_{rel} = \Sigma - \Sigma_{err} \). For economy of notation, let \( P \) denote the natural projection \( P_{E_{rel}} \).

(Iff:) Assume \( K \) is \( \Sigma_{rel} \)-transparent. We present a constructive proof to show that a \( \Sigma_{rel} \)-transparent specification automaton \( A \) for DES \( G \) (according to Definitions 1 and 2) exists such that \( K = L_m(A) \cap L_m(G) \).

Let \( H \) be a trim automaton such that \( L(H) = K \) and \( L_m(H) = K \). We then construct the specification automaton \( A \) from \( H \) using \( Trans \): \( A = Trans(H, \Sigma_{err}) \).

By Lemma 1, \( A \) is \( \Sigma_{err} \)-transparent. To show our construction works, we need to show that \( A \) is a specification automaton of Definition 1 modeling \( K \) on \( G \), i.e., \( K = L(A) \cap L(G) \) and \( K = L_m(A) \cap L_m(G) \).

By Lemma 1, \( K \subseteq L_m(A) \) and \( K \subseteq L(A) \). Therefore, since \( K \subseteq L_m(G) \), \( K \subseteq L(A) \cap L_m(G) \) and \( K \subseteq L_m(A) \cap L_m(G) \).

It remains to show that \( L(A) \cap L(G) \subsetneq K \) and \( L_m(A) \cap L_m(G) \subsetneq K \).

**Proof of** \( L(A) \cap L(G) \subsetneq K \): We show the inclusion \( L(A) \cap L(G) \subseteq K \) by induction on the length of strings.

**Base:** It is obvious that \( \emptyset \in (L(A) \cap L(G)) \cap K \).

**Inductive Hypothesis:** Assume that \( (\forall s \in \Sigma^*) |s| = n \) where \( n \geq 0 \), \( s \in L(A) \cap L(G) \Rightarrow s \in K \). Now, we must show that \( (\forall s \in \Sigma^*) |s| = n \) where \( n \geq 0 \), \( s \in L(A) \cap L(G) \Rightarrow s \in K \).

Let \( t = P(s) \). By Lemma 1, since \( s \in L(A) \), there exists \( s' \in K \) such that \( P(s') = t \). Since \( K \) is \( \Sigma_{rel} \)-relevant w.r.t \( G \), by Definition 3, the conditions

\[
P(s) = P(s'), s' \in K, s \in K \text{ and } s \in L(G)
\]

together imply that \( s \in K \).

Thus \( L_m(A) \cap L_m(G) \subseteq K \) and therefore \( L(A) \cap L(G) = K \).

**Proof of** \( L_m(A) \cap L_m(G) \subseteq K \):

Let \( s \in L_m(A) \cap L_m(G) \). Since \( L_m(A) \subseteq L(A) \) and \( L_m(G) \subseteq L(G) \), \( s \in L(A) \cap L(G) = K \) or \( s \in K \cap L_m(G) \).

Let \( t = P(s) \). By Lemma 1, since \( s \in L_m(A) \), there exists \( s' \in K \) such that \( P(s') = t \).

Since \( K \) is \( \Sigma_{rel} \)-relevant w.r.t \( G \), by Definition 3, the conditions

\[
P(s) = P(s'), s' \in K \text{ and } s \in K \cap L_m(G)
\]

together imply that \( s \in K \).

Thus \( L_m(A) \cap L_m(G) \subseteq K \) and therefore \( L_m(A) \cap L_m(G) = K \).

(Only If:) Let \( A = (X, E, \xi, x_0, X_m) \) be a specification automaton of Definition 1 for \( G \) that is \( \Sigma_{err} \)-transparent. It follows that \( E = \Sigma \) and modeling \( K \) on \( G \), \( L(A) \cap L(G) = K \) and \( L_m(A) \cap L_m(G) = K \). We must then show that \( K \) is \( \Sigma_{rel} \)-relevant w.r.t \( G \).

Let \( s, s' \in \Sigma^* \) such that \( P(s) = P(s') \).

1. \( s \) is an event in \( \Sigma \) such that \( s \in K \), \( s' \in K \) and \( s \in K \). Then we need to show that \( s \in K \).

Since \( s, s' \in K \subseteq L(A) \), \( P(s) = P(s') \) and \( A \) is \( \Sigma_{err} \)-transparent, \( A \) will be in the same state \( x \) after the execution of \( s \) and \( s' \), i.e., \( \xi(s, x_0) = \xi(s', x_0) = x \).

Since \( s \in K \subseteq L(A) \), \( s \in \xi(s, x_0) = x \). Therefore \( s \in K \).

Thus, \( s' \in L(A) \cap L(G) = K \).

2. Assume that \( s \in K \) and \( s' \in K \cap L_m(G) \). We then need to show that \( s' \in K \).

Since \( s, s' \in K \subseteq L(A) \), \( P(s) = P(s') \) and \( A \) is \( \Sigma_{err} \)-transparent, the same argument leads to \( \xi(s, x_0) = \xi(s', x_0) = x \). Furthermore, since \( s \in K \subseteq L_m(A) \),
Thus by Definition 3, $K$ is $\Sigma_{rel}$-relevant w.r.t $G$.

**Corollary 1:** Given a DES $G = (Q, \Sigma, \delta, q_0, Q_m)$, an automaton $H$ representing a language $K \subseteq L_m(G)$, and an event subset $\Sigma_{irr} \subseteq \Sigma$. If $K$ is $(\Sigma - \Sigma_{irr})$-relevant w.r.t $G$, then $A = \text{Trans}(H, \Sigma_{irr})$ is a specification automaton for $G$ that is $\Sigma_{irr}$-transparent and that models $K$ on $G$, i.e., $L_m(A) \cap L_m(G) = K$.

**Proof:** Immediate from the proof of the if statement in Theorem 1.

V. PROCEDURES AND SOLUTION ALGORITHM

Theorem 1 has established an important connection between the concepts of a transparent specification automaton and a relevant specification language. From this theorem, it is clear that a maximally transparent specification automaton $A$ modeling a specification language $K$ for $G$ can be synthesized from a relevant event subset $\Sigma_{rel}$ for $K$ of minimal cardinality (among all the event subsets that are relevant for $K$ w.r.t $G$). A procedure to compute a minimal relevant event subset for $K$ is, therefore, essential for computing a solution for Problem 1. Such a procedure is presented in this section (Section V-B). The procedure utilizes another procedure (Section V-A) to check for language relevance. In Section V-C, a provably correct solution algorithm for the main problem (Problem 1) is then presented.

A. Verification of Language Relevance

We first present a procedure to verify whether a language $K \subseteq L_m(G)$ is $\Sigma_{rel}$-relevant w.r.t a given DES $G$. Let $A$ be a trim automaton that represents $K$, i.e., $L_m(A) = K$. Procedure CheckRelevance returns True if $L_m(A)$ is $\Sigma_{rel}$-relevant w.r.t $G$ and False, otherwise.

Intuitively, CheckRelevance builds automaton $\text{RelTest}(A, G)$ to track pairs of strings $s$ and $s'$ in $L(A)$, with $P_{\Sigma, \Sigma_{rel}}(s) = P_{\Sigma, \Sigma_{rel}}(s')$, and to determine the state of $G$ reached after the execution of $s'$. Therefore, each state of $\text{RelTest}(A, G)$ is represented by a triple $(x, x', q) \in (X \times X \times Q)$, where $x, x' \in X$ are the states reached in $A$ from $q_0$ and $q_0'$ after the execution of $s'$. Moreover, upon construction of $\text{RelTest}(A, G)$, it includes a special state called $\text{dump} \notin X \times X \times Q$ and a special state called $\gamma \notin \Sigma$ that are used to capture all violations of $\Sigma_{rel}$-relevance.

At any state $(x, x', q)$ of $\text{RelTest}(A, G)$, if the occurrence of an event $\sigma \in \Sigma$ creates a violation of Condition 1 of $\Sigma_{rel}$-relevance (Definition 3), then a $\sigma$-transition from $(x, x', q)$ to $\text{dump}$ is added to $\text{RelTest}(A, G)$. Furthermore, if the reach of a state $(x, x', q)$ of $\text{RelTest}(A, G)$ creates a violation of Condition 2 of $\Sigma_{rel}$-relevance, then a $\gamma$-transition from $(x, x', q)$ to $\text{dump}$ is added to $\text{RelTest}(A, G)$. It is clear from the pseudo-code and the foregoing discussion that CheckRelevance has polynomial time complexity of $O(|X|^2 |Q|)$ where $|X|$ and $|Q|$ are the state size of $A$ and $G$, respectively.

**Theorem 2:** Given DES $G = (Q, \Sigma, \delta, q_0, Q_m)$, specification automaton $A = (X, \Sigma, \xi, q_0, X_m)$ with $L_m(A) \subseteq L_m(G)$ and an event subset $\Sigma_{irr} \subseteq \Sigma$. Then $L_m(A)$ is $\Sigma_{rel}$-relevant w.r.t $G$ if and only if CheckRelevance$(A, G, \Sigma_{rel}) = True$.

**Procedure CheckRelevance $(A, G, \Sigma_{rel})$**

**Input:** DES $G = (Q, \Sigma, \delta, q_0, Q_m)$, specification automaton $A = (X, \Sigma, \xi, q_0, X_m)$ with $L_m(A) \subseteq L_m(G)$ and an event subset $\Sigma_{rel} \subseteq \Sigma$.

**Output:** True, if $L_m(A)$ is $\Sigma_{rel}$-relevant w.r.t $G$; False, otherwise.

**begin**

Let $\Sigma_{irr} = \Sigma - \Sigma_{rel}$ and $\gamma$ be an event not in $\Sigma$;

**Step 1:** Construct automaton $\text{RelTest}(A, G) =$ $\text{Ac}((X \times X \times Q) \cup \{\text{dump}\}, \Sigma \cup \gamma, \xi, \{x_0, q_0, \{\text{dump}\}\}$ from $A$ and $G$ with the transition function $f$ defined as follows: $f(x, x', q) \in (X \times X \times Q)$:

1) $(\forall \sigma \in \Sigma_{irr})$
   - $f(\sigma, (x, x', q)) = (\xi(\sigma, x), \xi(\sigma, x'), \delta(\sigma, q))$
   - if $\xi(\sigma, x) \in \Sigma_{irr}$
   - and $\delta(\sigma, q)$; and
   - $f(\sigma, (x, x', q)) = \text{dump}$
   - if $\xi(\sigma, x) \notin \Sigma_{irr}$ and $\delta(\sigma, q)$!

2) $(\forall \sigma \in \Sigma_{irr})$
   - $f(\sigma, (x, x', q)) = (\xi(\sigma, x), \xi(\sigma, x'), \delta(\sigma, q))$
   - if $\xi(\sigma, x) \notin \Sigma_{irr}$ and $\delta(\sigma, q)$!
   - if $\xi(\sigma, x) \notin \Sigma_{irr}$ and $\delta(\sigma, q)$!
   - and
   - $f(\sigma, (x, x', q)) = \text{dump}$
   - if $\xi(\sigma, x) \notin \Sigma_{irr}$ and $\delta(\sigma, q)$!

3) $f(\gamma, (x, x', q)) = \text{dump}$ if $x \in X_m, x' \notin X_m$ and $q \notin Q_m$.

**Step 2:** Determine whether $L_m(A)$ is $\Sigma_{rel}$-relevant w.r.t $G$:

- If $L_m(\text{RelTest}(A, G)) \neq \emptyset$, i.e., dump is encountered during the construction of $\text{RelTest}(A, G)$ in Step 1, return False;
- Otherwise, return True;

**end**

**Proof:** Let $\text{RelTest}(A, G)$ be the automaton constructed in Step 1 of CheckRelevance. We will prove this theorem by showing that $L_m(A)$ is $\Sigma_{rel}$-relevant w.r.t $G$ if and only if $L_m(\text{RelTest}(A, G)) = \emptyset$.

By construction of $\text{RelTest}(A, G)$ in Step 1 of CheckRelevance, it can be seen that a state triple $(x, x', q) \in X \times X \times Q$ is reachable in automaton $\text{RelTest}(A, G)$ if and only if there exists a pair of strings $(s, s') \in \overline{K} \times \overline{K}$ such that:

1) $\xi(s, x_0) = x, \xi(s', x_0) = x'$ and $\delta(s', q_0) = q$; and
2) $P_{\Sigma, \Sigma_{rel}}(s) = P_{\Sigma, \Sigma_{rel}}(s')$.

Assume that $L_m(\text{RelTest}(A, G)) \neq \emptyset$, i.e., state $\text{dump}$ is reached by a $\sigma$-transition (some $\sigma \in \Sigma$) or a $\gamma$-transition from some reachable state $(x, x', q) \in X \times X \times Q$ of $\text{RelTest}(A, G)$, we show that $L_m(A)$ is not $\Sigma_{rel}$-relevant w.r.t $G$.

Let $s, s' \in \overline{K}$ be any two strings with (1) $\xi(s, x_0) = x, \xi(s', x_0) = x'$ and $\delta(s', q_0) = q$; and (2) $P_{\Sigma, \Sigma_{rel}}(s) = P_{\Sigma, \Sigma_{rel}}(s')$. By construction of $\text{RelTest}(A, G)$, we have:

- If $\text{dump}$ is reached from $(x, x', q)$ by a $\sigma$-transition for some $\sigma \in \Sigma$, then $s \in \overline{K}, s' \in L(G)$ and $s' \notin \overline{K}$, i.e., Condition 1 of Definition 3 is violated.
- If $\text{dump}$ is reached from $(x, x', q)$ by a $\gamma$-transition, then $s \in K, s' \in \overline{K} \cap L_m(G)$ and $s' \notin K$, i.e., Condition 2 of Definition 3 is violated.

Thus, in either case, $L_m(A)$ is not $\Sigma_{rel}$-relevant w.r.t $G$. Conversely, if $L_m(A)$ is not $\Sigma_{rel}$-relevant w.r.t $G$, there exists two strings $s, s' \in \overline{K}$ with $P_{\Sigma, \Sigma_{rel}}(s) = P_{\Sigma, \Sigma_{rel}}(s')$ such that:

1) $(3 \sigma \in \Sigma) s \sigma \in \overline{K}, s' \sigma \in L(G)$ and $s' \sigma \notin \overline{K}$; or
2) $s \in K, s' \in \overline{K} \cap L_m(G)$ and $s' \notin K$. 

1477
Let $x = \xi(s, x_0)$, $x' = \xi(s', x_0)$ and $q = \delta(s', q_0)$. Then $(x, x', q) \in X \times X \times Q$ is a reachable state of $RelTest(A, G)$. Then, by the construction of $RelTest(A, G)$ in Step 1 of CheckRelevance, if $(\exists \sigma \in \Sigma) \; \sigma a \in K$, $s' \sigma \in L(G)$ and $s' \sigma \notin K$, state $dump$ will be reached from $(x, x', q)$ via a $\sigma$-transition. On the other hand, if $s \in K$, $s' \in K \cap Lm(G)$ and $s' \notin K$, state $dump$ will be reached from $(x, x', q)$ via a $\gamma$-transition. Thus, in either case, state $dump$ is reachable in automaton $RelTest(A, G)$. Therefore $Lm(RelTest(A, G)) \neq \emptyset$.

Remark 2: Note that $Trans$ and CheckRelevance are algorithmically similar to the respective procedures for computing a partially observable supervisor and checking language observability [11]. This similarity is not unexpected due to Remark 1.

B. Minimal Cardinality of Relevant Event Set

Lemma 2: Given DES $G = (Q, \Sigma, \delta, q_0, Q_m)$, a language $K \subseteq Lm(G)$ and an event subset $\Sigma_{rel} \subseteq \Sigma$. If $K$ is not $\Sigma_{rel}$-relevant w.r.t $G$ then $(\forall \Sigma'_{rel} \subseteq \Sigma_{rel}) K$ is not $\Sigma'_{rel}$-relevant w.r.t $G$.

A relevant event set of minimal cardinality would result in making as many irrelevant events transparent as possible. Following our previous arguments, such an automaton should be the most preferable for better understandability among all available automata representing the same specification for a given DES.

Given DES $G$ and a specification automaton $A$, a procedure called $MinRelevanceSet$ is developed to compute a minimal (cardinality) event subset $\Sigma_{rel,min} \subseteq \Sigma$ such that $Lm(A)$ is $\Sigma_{rel,min}$-relevant w.r.t $G$. In essence, the procedure considers all subsets of $\Sigma$ and selects from them a minimal subset $\Sigma_{rel,min}$ for which the relevance of $Lm(A)$ w.r.t $G$ holds.

In the worst case, $MinRelevanceSet$ has to examine all the (strict) subsets of $\Sigma$ for language relevance, and as a result, it has to call CheckRelevance $2^{|\Sigma|} - 1$ times. Therefore, $MinRelevanceSet$ has exponential time complexity of $O(2^{|\Sigma|}|X|^{|\Sigma|}|Q|)$, where $|X|$ and $|Q|$ are the state size of $A$ and $G$, respectively. To speed up $MinRelevanceSet$, a pruning technique based on Lemma 2 can be used. Specifically, after discovering that $Lm(A)$ is not relevant w.r.t $\Sigma' \subseteq \Sigma$, $MinRelevanceSet$ can store all the subsets of $\Sigma'$ into a data structure, and avoid checking for language relevance w.r.t these subsets in future steps.

When computational time is expensive, however, an algorithm of polynomial time complexity is of practical interest. To avoid searching all the subsets of $\Sigma$, and hence reduce the computational time, such an algorithm may compute and return a relevant event set with reasonably small (but not necessary minimal) cardinality for $Lm(A)$ w.r.t $G$. However, the development of such an algorithm is beyond the scope of this paper.

C. Solution Algorithm

In what follows, Algorithm 1 is proposed for computing a specification automaton as a solution for Problem 1. The algorithm has two main steps: (1) it computes a maximal set of irrelevant events using $MinRelevantSet$; and (2) it uses the computed event set to synthesize the solution specification automaton using $Trans$.

Let $|Y|$ and $|Q|$ be the state size of $H$ and $G$, respectively. Since Algorithm 1 is built on the foundation of the two procedures $MinRelevantSet$ and $Trans$, it has the time complexity of $O(2^{|\Sigma|} - 1)|Y|^{|\Sigma|}|Q| + 2^{|Y|}$, which is the “summation” of their time complexities.

In practice, the computational complexity of Algorithm 1 might need to be reduced to deal with large systems. In doing so, the complexities of the individual procedures $MinRelevantSet$ and $Trans$ would need to be mitigated. An approach to reduce the computational complexity of $MinRelevantSet$ has been discussed in Section V-B. In what follows, we discuss how the computational complexity of Procedure $Trans$ can be reduced. In Step 2 of Algorithm 1, $Trans$ is invoked to compute specification automaton $A = Trans(H, \Sigma_{irr,max})$. As pointed out in Section IV, the exponential complexity of $Trans$ is due to the projection of automaton $H$ onto event subset $\Sigma_{rel,min} = \Sigma - \Sigma_{irr,max}$. This exponential complexity can be avoided if $H$ has some special structure w.r.t $\Sigma_{rel,min}$. For instance, if the natural projection $P_{\Sigma_{rel,min}}$ is an observer of $Lm(H)$ [12], i.e., $(\forall t \in P_{\Sigma_{rel,min}}(Lm(H)))(\forall s \in L(H)) [P_{\Sigma_{rel,min}}(s) \Rightarrow (\exists u \in E')|su \in Lm(H) \land P_{\Sigma_{rel,min}}(su) = t]$, then the projected image of $H$ onto $\Sigma_{rel,min}$ can be computed in polynomial time [12]; and it would follow that $Trans$ has polynomial time complexity. Thus, to reduce the computational complexity of $Trans$, event subset $\Sigma_{rel,min}$ could be enlarged, if necessary, to satisfy the observer condition [12]. By Lemma 2, this set enlargement does not violate the relevance property of $Lm(H)$ w.r.t $G$. However, one should note that enlarging $\Sigma_{rel,min}$ this way means that the maximal cardinality of irrelevant event set $\Sigma_{irr,max} = \Sigma - \Sigma_{rel,min}$ is no longer guaranteed, and for this reason, the output automaton $A$ may not be maximally transparent.

Algorithm 1: Maximally transparent specification automaton synthesis

\begin{algorithm}
\begin{algorithmic}
\State Input: DES $G = (Q, \Sigma, \delta, q_0, Q_m)$ and an automaton $H$ with $Lm(H) = K \subseteq Lm(G)$;
\State Output: Specification automaton $A$ that models $K$ on $G$ and has a maximal cardinality set of irrelevant events;
\State begin
\State \hspace{0.5cm} Step 1: Compute a maximal cardinality set of irrelevant events:
\State \hspace{1cm} Step 1.a: $\Sigma_{rel,min} = MinRelevantSet(G, H)$;
\State \hspace{1cm} Step 1.b: $\Sigma_{irr,max} = \Sigma - \Sigma_{rel,min}$;
\State \hspace{0.5cm} Step 2: Compute a $\Sigma_{irr,max}$-transparent automaton $A$ that models $K$ on $G$: $A = Trans(H, \Sigma_{irr,max})$;
\State \hspace{0.5cm} Return $A$;
\State end
\end{algorithmic}
\end{algorithm}

Theorem 3: With $Lm(H) = K$, Algorithm 1 returns a solution automaton for the transparency maximization Problem 1.

Proof: Let $\Sigma_{rel,min}$ and $\Sigma_{irr,max} = \Sigma - \Sigma_{rel,min}$ be the event subsets generated in Steps 1.a and 1.b of Algorithm 1, and $A = Trans(H, \Sigma_{irr,max})$ be the automaton generated in Step 2 of Algorithm 1. It is clear that $K$ is $\Sigma_{rel,min}$-relevant w.r.t $G$. Therefore, according to Corollary 1, $A$ is a specification automaton that is $\Sigma_{irr,max}$-transparent and that models $K$ on $G$.

Also, since $\Sigma_{rel,min}$ is a minimal relevant event set for $K$ w.r.t $G$, there is no specification automaton that models $K$ on $G$ and has a set of irrelevant events with a greater
cardinality than $|\Sigma_{irr,max}|$: if there is such a $\Sigma'$-transparent specification automaton with $|\Sigma'| > |\Sigma_{irr,max}|$, then $|\Sigma - \Sigma'| < |\Sigma_{rel,min}|$, and according to Theorem 1, $K$ is $(\Sigma - \Sigma')$-relevant w.r.t $G$, contradicting the fact that $\Sigma_{rel,min}$ is a relevant event set with minimal cardinality for $K$ w.r.t $G$.

Thus, Algorithm 1 generates specification automaton $A$ that models $K$ on $G$ and has a maximal set of irrelevant events, i.e., Algorithm 1 synthesizes a solution automaton for Problem 1.

VI. ILLUSTRATIVE EXAMPLE

An example of a first come, first served (FCFS) control requirement for a resource allocation system is used to illustrate the concept of a maximally transparent automaton. The example system, denoted by $G$, is a shuffle product [11] of two users, $USER_1$ [Fig. 1(a)] and $USER_2$ [Fig. 1(b)]. $USER_i$, $i \in \{1, 2\}$, is modeled to request, access and release a resource; and the system $G$ models their asynchronous operations to share the single resource. Note that in the directed graph of an automaton, the initial state is labelled with an entering arrow, while a marker state is labelled as a double-concentric circle.

A specification automaton $H$ of the FCFS requirement for $G$ is shown in Fig. 1(c). It is due to some specification automaton $P$ prescribed by a system designer such that $L_m(P) \cap L_m(G) = L_m(H) \subseteq L_m(G)$. Applying Algorithm 1 to $H$, we obtain a maximally transparent specification automaton as shown in Fig. 1(d), with $\Sigma_{irr,max} = \{1\text{access}, 2\text{access}\}$.

Observe that the events in $\Sigma_{irr,max}$ appear only in self-loops. Importantly, for $i, j \in \{1, 2\}$, that $i\text{release}$ precedes $j\text{request}$ precedes $j\text{request}$ - the essence of FCFS for $G$ - is quite clearly highlighted in the resulting automaton of Fig. 1(d), but may not be as obvious in Fig. 1(c) or some other specification automaton $P$ prescribed by the system designer.

![Fig. 1. Illustrative example (resource allocation)](image)

VII. CONCLUSION

We have motivated and developed the notion of transparency of automata as specifications for DES. We have formalized the transparency maximization problem and developed an algorithm to construct a maximally transparent specification automaton. An illustrative example shows that such a specification automaton can better highlight the essential precedence order of only those relevant events constituting the essence of the specification.

To harness the specifiability and readability of temporal logic in an automata-based DES framework, previous work [2] has proposed an algorithm that translates a (finitary) temporal logic specification to a specification automaton $H$ generating a sublanguage of $L_m(G)$ for a given DES $G$. An interesting avenue for future research is to translate such a temporal logic specification directly to a maximally transparent specification automaton $A$ for which $L_m(H) = L_m(A) \cap L_m(G)$, without explicitly constructing $H$. Together, this could promote a more effective specification-synthesis paradigm, where the natural language readability of a temporal logic specification and the transparency of the translated automaton $A$ could render higher confidence that the specification automaton - a mandatory input for control synthesis of DES using automata-based tools - does indeed capture the intended requirement.

Finally, to deal with large systems, it is also worthwhile to develop complexity reduction strategies for Algorithm 1 that leverage on recent advancement in finite automata.
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