Position Tracking using Adaptive Control for Bilateral Teleoperators with Time-Delays
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Abstract—This paper presents two versions of adaptive controllers for nonlinear bilateral teleoperators, each providing asymptotic convergence of velocity and position errors to zero, independent of constant time-delays. Moreover, the proposed schemes do not rely on the use of the scattering transformation. The paper also proves that the teleoperator is Input-to-State Stable from human operator and environment inputs to some synchronization signals. Simulations show the effectiveness of the proposed controllers.

I. INTRODUCTION

A bilateral teleoperator is composed of five elements: a human operator that exerts torques on a local manipulator, which is connected through a communication channel to a remote manipulator that interacts with an environment. Such interaction is then reflected back to the operator (Fig. 1). The communication channel often imposes time-delays, and such delays can produce instabilities in the overall system. A major breakthrough in the problem of control of these systems, with guaranteed stability properties, was the use of scattering signals to transform the transmission delays into a passive transmission line. Under the reasonable assumption that the human operator and the contact environment define passive (force to velocity) maps, stability of the overall system is then ensured [1], [2], [3]. However, most of the scattering-based approaches cannot ensure accurate position tracking. PD-like schemes that overcome this obstacle without scattering, have been reported in [4], [5]. However, in order to ensure asymptotical stability the PD-like schemes need exact knowledge of the gravity forces.

Recently, [6] proposed to formulate the teleoperation problem in terms of synchronization, which also avoids the scattering transformation. An adaptive version of this scheme, which aims at synchronizing the local and remote positions and velocities, is proposed in [7]. In [8], the synchronization of Lagrangian systems to a predefined trajectory is solved using contraction analysis.

This paper proposes two different adaptive controllers that provide asymptotic convergence of velocity and position errors to zero, independent of the constant time-delays. On one hand, the first of the proposed controllers, needs acceleration measurements, and it can be proved that the corresponding dynamics are strictly output passive. The second controller does not rely on acceleration measurements, but instead injects damping to provide asymptotic stability. In general, convergence is faster using acceleration measurements than using the velocity based controller. This paper also proves that the teleoperator is Input-to-State Stable (ISS), meaning that with bounded human operator and environment forces, the states remain bounded, and if the human operator and the environment do not exert any forces, the states asymptotically converge to zero.

A. Notation

The following notation is used throughout this paper. Capital letters are used for matrices and lower case letters for vectors. \( \mathbb{R} := (-\infty, \infty) \), \( \mathbb{R}_0 := (0, \infty) \), \( \mathbb{R}_{0+} := [0, \infty) \). \( \lambda_m\{A\} \) and \( \lambda_M\{A\} \) represent the minimum and maximum eigenvalues of matrix \( A \), respectively. \(|x|\) stands for the standard Euclidean norm of vector \( x \). For any function \( f: \mathbb{R}_{0+} \rightarrow \mathbb{R}^n \), the \( L_\infty \)-norm is defined as \( \|f\|_\infty = \sup_{t \in [0, \infty)} |f(t)| \), and the \( L_2 \)-norm as \( \|f\|_2 = \int_0^\infty |f(t)|^2 dt \). The \( L_\infty \) and \( L_2 \) spaces are defined as the sets \( \{f: \mathbb{R}_{0+} \rightarrow \mathbb{R}^n : |f|_\infty < \infty\} \) and \( \{f: \mathbb{R}_{0+} \rightarrow \mathbb{R}^n : |f|_2 < \infty\} \), respectively. When clear from the context, the argument of signals and operators is removed.

II. TELEOPERATOR DYNAMICS

The dynamic behavior of a \( n \)-Degrees Of Freedom (DOF) manipulator can be derived from the Euler-Lagrange equations of motion

\[
L(q, \dot{q}) = \frac{1}{2} \ddot{q}^\top M(q) \ddot{q} - U(q); \quad \frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} = \tau
\]

where \( L(q, \dot{q}) \) is the so-called Lagrangian and \( U(q) \) is the potential energy. \( \dot{q}, \ddot{q} \in \mathbb{R}^n \) are the joint velocities and positions, respectively, and \( M(q) \in \mathbb{R}^{n \times n} \) is the inertia matrix. In compact form, these equations can be written as

\[
M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + g(q) = \tau
\]
where $\ddot{q} \in \mathbb{R}^n$ is the joint acceleration vector; $C(q, \dot{q}) \in \mathbb{R}^{n \times n}$ is the Coriolis and centrifugal effects matrix; $g(q) = \frac{\partial h(q)}{\partial q} \in \mathbb{R}^n$ is the gravitational force vector, and $\tau \in \mathbb{R}^n$ is a generalized force vector.

The dynamical system (1) possesses some important and well-known properties [9, 10].

1. $0 < \lambda_m(M(q))I \leq M(q) \leq \lambda_M(M(q))I < \infty$ and $M(q) = M^\top(q)$
2. $\forall x \neq 0 \in \mathbb{R}^n: x^\top[M(q) - 2C(q, \dot{q})]x = 0$
3. $\exists k_e \in \mathbb{R}_{>0}: |C(q, \dot{q})| \leq k_e |q|^2$
4. $M(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) = Y(q, \dot{q}, \dot{q})\theta$, where in P4, $Y(q, \dot{q}, \dot{q}) \in \mathbb{R}^{n \times p}$ is a matrix of known functions and $\theta \in \mathbb{R}^p$ is a constant vector with the manipulator physical parameters (link masses, moments of inertia, etc.).

Remark 1: It is widely known that dynamics (1) define a passive map $\tau \mapsto \ddot{q}$ [11]. This is proved using the storage function $V = \frac{1}{2}q^\top M(q)\ddot{q} + U(q)$, yielding $\dot{V} = \ddot{q}^\top \tau$. Hence, after integration, $\int_0^t \ddot{q}^\top \tau \, dt \geq -V(0)$.

A bilateral teleoperator can be modeled as a pair of $n$-DOF manipulators with serial links of the form (1). Neglecting friction, its nonlinear dynamics, together with the human operator and environment interactions, are given by

$$M_l(q)\ddot{q}^l + C_l(q, \dot{q})\dot{q}^l + g_l(q) = \tau_h - \tau_l$$
$$M_r(q)\ddot{q}^r + C_r(q, \dot{q})\dot{q}^r + g_r(q) = \tau_e - \tau_r,$$

where $\tau_l \in \mathbb{R}^n$ are the control signals, and $\tau_h, \tau_e \in \mathbb{R}^n$ are the forces exerted by the human and the environment, respectively. The subscript $i$ takes the values $l$ and $r$ for local and remote robot manipulators. It is assumed that the manipulators contain fully actuated revolute joints.

### III. Position Tracking

Let $e_i \in \mathbb{R}^n$ denote the position error, defined for constant time-delays $T_i$ in the forward and backward paths, as

$$e_l = q_l - q_e(t - T_r); \quad e_r = q_r - q_l(t - T_l).$$

The objective of the controllers in this paper is to drive the position and velocity errors, $e_i, \dot{e}_i$, to zero independently of the constant time-delays $T_i$ and without using the ubiquitous scattering transformation.

**A. Controller Using Acceleration Measurements**

Let us start by defining a synchronizing signal, that can be seen as a direct application of the Slotine-Li variable where, instead of a constant desired trajectory, the velocity and position errors between the local and the remote manipulators are employed as

$$r_i = \dot{e}_i + \lambda e_i,$$

where $\lambda$ is a diagonal positive definite matrix.

The proposed controllers are

$$\tau_l = -\dot{M}_l(q)\dot{e}_l - \dot{C}_l(q, \dot{q})e_l - \dot{g}_l + K_l r_l$$
$$\tau_r = \dot{M}_r(q)\dot{e}_r - \dot{C}_r(q, \dot{q})e_r + \dot{g}_r - K_r r_r,$$

1 In order to shorten the equations we will add the subindex $d$ to denote a delayed signal, e.g., $\dot{q}_{r,d} = \dot{q}_r(t - T_r)$ or $\ddot{q}_{l,d} = \ddot{q}_l(t - T_l)$.

where $K_l, K_r \in \mathbb{R}^{n \times n}$ are symmetric and positive definite gain matrices, $M_l, C_l, g_l$ are the estimates of the inertia and Coriolis matrices, and the gravity forces, respectively.

From P4, these controllers can be also written as

$$\tau_l = -Y_l(q_l, \dot{q}_l, \dot{r}_l, \dot{\theta}_l, \ddot{\theta}_l) + K_l r_l$$
$$\tau_r = -Y_r(q_r, \dot{q}_r, \dot{e}_r, \dot{\theta}_l, \ddot{\theta}_l) + K_r r_r,$$

where $Y_l$ are the regressor matrices of known functions, $\dot{\theta}_l$ are the physical estimated parameters. Fig. 2 shows the schematics of the adaptive controller for one manipulator, that can be either in the local or in the remote site.

![Fig. 2. Adaptive control for one manipulator.](image_url)

Note that for the known parameter case

$$Y_l \theta_l = M_l(q_l)(\dot{q}_r - \lambda \dot{e}_l) + C_l(q_l, \dot{q}_l)\dot{r}_l + K_l r_l = Y_l \ddot{\theta}_l + \tau_h$$

Substituting the controllers (5) in the teleoperator dynamics (2) and using (4), yields

$$M_l(q_l)\dot{r}_l + C_l(q_l, \dot{q}_l)\dot{r}_l + K_l r_l = Y_l \ddot{\theta}_l + \tau_h$$
$$M_r(q_r)\dot{r}_r + C_r(q_r, \dot{q}_r)\dot{r}_r + K_r r_r = Y_r \ddot{\theta}_r - \tau_e,$$

where $\ddot{\theta}_l = \ddot{\theta}_r - \theta_i$ are the errors between the estimation and the unknown real parameters.

Without the influence of the human operator and the environment, the differential equations (6) can be written as

$$M_l(q_l)\dot{r}_l + C_l(q_l, \dot{q}_l)\dot{r}_l + K_l r_l = Y_l \dot{\theta}_l = \psi_l$$

**Remark 2:** As first shown in [12], (7) defines an output strictly passive map $\psi_l \mapsto r_l$. Consider $V_l = \frac{1}{2}r_i^\top M_l(q_l) r_i$ as a storage function. After evaluating $V_l$ along (7), it can be seen that $\dot{V}_l \lesssim r_i^\top [\psi_l, r_i - \lambda_m(M_l) ||r_i||^2 - V_l(0)]$. Integrating from 0 to $t$, and due to $V_l > 0$, yields

$$\int_0^t r_i^\top \psi l d\sigma \geq \lambda_m(M_l) ||r_i||^2 - V_l(0).$$

This suggests that, if it is possible to generate a passive map $-r_l \mapsto \psi_l$, then $r_l \in \mathcal{L}_2$. This is due to the well-known passivity theorem that ensures $\mathcal{L}_2$-stability of the feedback interconnection of a passive and an output strictly passive map [13].

**Proposition 1:** Consider (7). Suppose the map $-r_l \mapsto \psi_l$ is passive, such that

$$-\int_0^t r_i^\top \psi l d\sigma + \kappa_i \geq 0$$

for all $t$ and some $\kappa_i \geq 0$. Then $|e_i| \rightarrow 0$ as $t \rightarrow \infty$. If additionally $\psi_l \in \mathcal{L}_\infty$ then, independently of the magnitude of the constant time-delays $T_i$, $|\ddot{e}_l| \rightarrow |r_i| \rightarrow 0$ as $t \rightarrow \infty$. 5371
Proof: Consider the following positive semi-definite Lyapunov-Razumikhin functional
\[ V = \sum_{i \in \{l, r\}} \left[ \frac{1}{2} r_i^T M_i(q_i) r_i - \int_0^t r_i^T \Psi_i d\sigma + \kappa_i \right]. \]
Differentiating \( V \) along the trajectories of (7) and using P2 yields
\[ \dot{V} = - \sum_{i \in \{l, r\}} r_i^T K_i r_i \leq 0 \]
Due to \( V \geq 0 \) and \( \dot{V} \leq 0, r_i \in L_2 \cap L_{\infty}. \) From (4) \( E_i(s) = (s I + \lambda)^{-1} R_i(s), \) where \( s \) is the Laplace variable, hence from Lemma 1 — stated in the Appendix, it follows that \( e_i \in L_2 \cap L_{\infty}, \hat{e}_i \in L_2, \) and \( |e_i| \to 0 \) as \( t \to \infty. \) Now, if \( \Psi_i \in L_{\infty}, \) from (7) and P1, it can be concluded that \( \hat{r}_i \in L_{\infty} \) and, by Barbâlat’s Lemma, \( |r_i| \to 0. \) \( \blacksquare \)

B. Controller Without Acceleration Measurements

In this case, the synchronizing signal is given by
\[ \epsilon_i = \hat{q}_i + \lambda e_i. \]
(8)
The controllers that do not depend on acceleration measurements are
\[ \tau_l = \tilde{M}_l \lambda \tilde{e}_l + \tilde{C}_l \lambda \epsilon_l - \tilde{g}_l + K_l \epsilon_l + \tilde{B}_l \]
\[ \tau_r = - \tilde{M}_r \lambda \tilde{e}_r - \tilde{C}_r \lambda \epsilon_r + \tilde{g}_r - K_r \epsilon_r - \tilde{B}_r, \]
thus,
\[ \tau_l = -Y_l(q_l, q_i, \epsilon_l, \hat{e}_l) \tilde{t}_l + K_l \epsilon_l + \tilde{B}_l \]
\[ \tau_r = Y_r(q_r, q_i, \epsilon_r, \hat{e}_r) \tilde{t}_r - K_r \epsilon_r - \tilde{B}_r, \]
where \( K_i = K_i^T > 0 \) and \( B > 0 \) is diagonal\(^2\). Using (8) and (9) we can write (2), with \( \tau_h = \tau_e = 0 \), as
\[ M_i(q_i) \dot{e}_i + C_i(q_i, \dot{q}_i) e_i + K_i \epsilon_i + \tilde{B}_i = Y_i \dot{\Phi}_i = \Phi_i \]
Remark 3: Removing \( \tilde{B}_i \) from (10), yields
\[ M_i(q_i) \dot{e}_i + C_i(q_i, \dot{q}_i) e_i + K_i \epsilon_i + \Phi_i = Y_i \dot{\Phi}_i = \Phi_i \]
which is similar to (7). Moreover, as in Proposition 1, these dynamics provide a strict output map from \( \Phi_i \) to \( e_i. \) The result is that \( \int_0^t \epsilon_i^T \Phi_i d\sigma \geq \lambda_{\min}\{K_i\} ||e_i||_2^2 - V_i(0), \)
for \( V_i(0) \geq 0. \) However, from the function
\[ V = \frac{1}{2} \sum_{i \in \{l, r\}} \left[ \epsilon_i^T M_i(q_i) \epsilon_i - \int_0^t \epsilon_i^T \Phi_i d\sigma + \kappa_i \right] \]
for all \( t \) and some \( \kappa_i \geq 0. \) Then \( e_i \in L_2 \cap L_{\infty} \) and \( \epsilon_i, \dot{\epsilon}_i \in L_{\infty}. \) If additionally, \( \Phi_i \in L_{\infty}, \) then, for any constant time-delays \( T_i, \) position errors and velocities asymptotically converge to zero.

Proof: Consider the following Lyapunov-Krasovskii functional
\[ V = \frac{1}{2} \sum_{i \in \{l, r\}} \left[ \epsilon_i^T M_i \epsilon_i + e_i^T \lambda B e_i + \int_0^t \dot{q}_i^T B_i q_i d\sigma \right] + \sum_{i \in \{l, r\}} \kappa_i - \int_0^t \epsilon_i^T \Phi_i d\sigma. \]
\( V \) is positive definite and radially unbounded in \( \epsilon_i, \epsilon_i. \) Its time-derivative \( \dot{V} \) along (10), using P2, is given by
\[ \dot{V} = - \sum_{i \in \{l, r\}} \left[ \epsilon_i^T K_i \epsilon_i + \frac{1}{2} \epsilon_i^T \tilde{B}_i \right] + \sum_{i \in \{l, r\}} \kappa_i - \int_0^t \epsilon_i^T \Phi_i d\sigma \]
Due to \( V \geq 0 \) and \( \dot{V} \leq 0, \epsilon_i, \hat{e}_i \in L_2 \) and \( \epsilon_i, \epsilon_i \in L_{\infty}. \) Using (8) it can be shown that \( \hat{q}_i \in L_{\infty}, \) implying that \( \hat{e}_i \in L_{\infty}. \) From (10), using P1 together with boundedness of \( \Phi_i, \) it can be shown that \( \hat{e}_i \in L_{\infty}. \) Hence, with \( \epsilon_i \in L_{\infty} \cap L_2, \)
\( \hat{e}_i \in L_{\infty} \) it is proved that \( |\dot{\epsilon}_i| \to 0. \)
\( \hat{e}_i \in L_{\infty} \) imply that \( \hat{q}_i \in L_{\infty}, \) hence \( \hat{e}_i \in L_{\infty}. \) This last, and the fact that \( \hat{e}_i \in L_{\infty} \cap L_2 \) prove that \( |\dot{\epsilon}_i| \to 0. \)

Now, \( \epsilon_i, \hat{e}_i, \hat{e}_i \in L_{\infty} \) and \( |\dot{\epsilon}_i| \to 0 \) imply that
\[ \lim_{t \to \infty} \epsilon_i = \lim_{t \to \infty} |\dot{\epsilon}_i| = \lim_{t \to \infty} |\dot{\epsilon}_i| = \lim_{t \to \infty} \lambda (k_i + \epsilon_i(0)) = 0 \]
imply that when \( t \to \infty, \dot{\epsilon}_i \to \lambda(k_i + \epsilon_i(0)) \) that is constant. This and \( |\dot{\epsilon}_i| \to 0 \) ensure that \( |\dot{q}_i| \to |\dot{q}_i|, \)
for \( \dot{q}_i \) any constant vector, and \( |\dot{q}_i| \to \lambda(k_i + \epsilon_i(0)) \).
Thus, in the limit, \( |\dot{q}_i| = |\dot{q}_i| = \lambda(k_i + \epsilon_i(0)). \)
Hence \( |\dot{q}_i| \to \lambda(k_i + \epsilon_i(0)), \) the fact that \( |\dot{\epsilon}_i| \to 0 \) implies that \( |\dot{\epsilon}_i| = 0. \)
Thus, \( |\dot{q}_i| \to |\dot{\epsilon}_i| \to 0. \) This completes the proof. \( \blacksquare \)

C. Parameter Estimation
Let us now show that there exists a passive map \( -r_i \to \Psi_i \)
and that \( \Psi_i \in L_{\infty}, \) such that the assumptions in Proposition 1 hold. Define the following parameter estimation law
\[ \dot{\hat{t}} = -\Gamma_i Y_i^T r_i, \]
(11)
where \( \Gamma_i = \Gamma_i^T > 0 \) and \( Y_i \) is defined as in (5). Note that \( \dot{\hat{t}} = \dot{\hat{t}}. \) Thus,
\[ r_i^T \Psi_i = r_i^T Y_i \dot{\hat{t}} = -\dot{\hat{t}}^T \Gamma_i^{-1} \dot{\hat{t}}. \]
Hence, we have that
\[ -\int_0^t r_i^T \Psi_i d\sigma = \int_0^t \dot{\hat{t}}^T \Gamma_i^{-1} \dot{\hat{t}} d\sigma = \frac{1}{2} \dot{\hat{t}}^T \Gamma_i^{-1} \dot{\hat{t}} - \kappa_i \geq -\kappa_i \]
where $\kappa_i = \frac{1}{2} \tilde{\theta}_i^T(0) \Gamma_i^{-1} \tilde{\theta}_i(0)$. Thus, (11) provides a passive map $-r_i \mapsto \Psi_i$.

Now, substituting in $V$, in the proof of Proposition 1, the positive semi-definite terms
\[
-\int_0^t \epsilon_i^T \Psi_i d\sigma + \kappa_i = \frac{1}{2} \tilde{\theta}_i^T \Gamma_i^{-1} \tilde{\theta}_i
\]
one can conclude that, because $V \in \mathcal{L}_\infty$, $\tilde{\theta}_i \in \mathcal{L}_\infty$. The proof that $\dot{r}_i, \dot{\tilde{\theta}}_i \in \mathcal{L}_\infty$ is established with the fact that $r_i, \tilde{\theta}_i \in \mathcal{L}_\infty$.

Remark 4: The assumptions in Proposition 2 also hold. The proof is done using the previous procedure, in which the map $-\epsilon_i \mapsto \Phi_i$ is proved passive and $\Phi_i \in \mathcal{L}_\infty$ with the adaptation law $\dot{\tilde{\theta}}_i = -\Gamma \dot{Y}^T_i \epsilon_i$ and $Y_i$ defined as in (9).

D. Input-to-State Stability

When the human operator and the environment exert forces on the local and remote manipulators, respectively, the teleoperator exhibits an Input-to-State Stable (ISS) behavior, from inputs $\tau_h, \tau_e$ to states $r_i$. This means that the states remain bounded when the inputs are bounded, and, as proved in the previous sections, the states asymptotically converge to zero when inputs are zero.

Proposition 3: Consider the system (4) and (6) with the parameter update law (11). Then, for any constant time-delays $T_i$, the teleoperator is ISS with states $r_i$ and inputs $\tau_h, \tau_e$.

Proof: Consider the following Lyapunov-Razumikhin functional
\[
V = \frac{1}{2} \sum_{i \in \{l,r\}} \left[ r_i^T M_i(q_i) r_i + \tilde{\theta}_i^T \Gamma_i^{-1} \tilde{\theta}_i \right].
\]
This functional is positive definite and radially unbounded in $r_i$ and $\tilde{\theta}_i$. It can be clearly seen, using P1, that there exist $\nu_1, \nu_2 \in \mathbb{R}_{0+}$ such that
\[
\nu_1 ||r_i||^2 + ||\tilde{\theta}_i||^2 \leq V \leq \nu_2 ||r_i||^2 + ||\tilde{\theta}_i||^2.
\]
The time derivative of $V$ along the trajectories (6) and (11) is given by
\[
\dot{V} = -r_i^T (K_i r_i - \tau_h) - r_i^T (K_i r_i + \tau_e).
\]

It can be easily proved, using Young’s inequality, that there exist positive constants $\alpha_1$ such that
\[
\dot{V} \leq -\alpha_1 ||r_i||^2 - \alpha_2 ||\dot{r}_i||^2 + \alpha_3 ||\tau_h||^2 + \alpha_4 ||\tau_e||^2
\]
Hence, the teleoperator is ISS with states $r_i$ and inputs $\tau_h, \tau_e$ [14].

Remark 5: Similar ISS conclusions can be drawn for the teleoperator (2) controlled by (9) with the parameter update law $\dot{\tilde{\theta}}_i = -\Gamma \dot{Y}^T_i \epsilon_i$. In this case, it is proved that the teleoperator is ISS from inputs $\tau_h, \tau_e$ to states $\epsilon_i, \dot{\epsilon}_i$ [15]. The proposed Lyapunov-Razumikhin functional, for two positive $\alpha_i$, is given by
\[
V = \frac{1}{2} \sum_{i \in \{l,r\}} \left[ \epsilon_i^T M_i(q_i) \epsilon_i + \tilde{\theta}_i^T \Gamma_i^{-1} \tilde{\theta}_i + \alpha_i ||\epsilon_i||^2 \right].
\]

IV. SIMULATIONS

To show the effectiveness of the proposed schemes, some simulations, in which the local and remote manipulators are modeled as a pair of 2 DOF serial links with revolute joints (cf. Fig. 3), are presented. Their corresponding nonlinear dynamics are modeled by (1). In what follows $\alpha_i := l_2^2 m_2 + l_1^2 (m_1 + m_2)$, $\beta_i := l_1 l_2 m_2$, and $\delta_i := l_2^2 m_2$. The inertia matrices $M_i(q_i)$ are given by
\[
M_i(q_i) = \begin{bmatrix}
\alpha_i + 2\beta_i c_2 & \beta_i c_2 & \delta_i \\
\delta_i + \beta_i c_2 & \delta_i & 0 \\
0 & 0 & 0
\end{bmatrix},
\]
c2, is the short notation for $\cos(q_2)$, $q_k$, is the articular position of link $k$ of manipulator $i$, with $k \in \{1, 2\}$. The Coriolis and centrifugal effects are modeled by
\[
C_i(q_i, \dot{q}_i) = \begin{bmatrix}
-2\beta_i s_2 q_2 & -\beta_i s_2 q_2 & 0 \\
\beta_i s_2 q_1 & 0 & 0
\end{bmatrix},
\]
s2, is the short notation for $\sin(q_2)$. $\dot{q}_1$ and $\dot{q}_2$ are the respective revolute velocities of the two links. The gravity forces $g_i(q_i)$ for each manipulator are represented by
\[
g_i(q_i) = \begin{bmatrix}
\frac{1}{l_2} g \delta_i c_{12} & \frac{1}{l_1} (\alpha_i - \delta_i) c_{11} \\
\frac{1}{l_2} g \delta_i c_{12} & \frac{1}{l_1} (\alpha_i - \delta_i) c_{11}
\end{bmatrix},
\]
c12, stands for $\cos(q_1 + q_2)$, $l_k$, and $m_{ki}$ are the respective lengths and masses of each link.

The following parameterization is proposed for both manipulators
\[
Y(q, \dot{q}, \ddot{q}) = \begin{bmatrix}
\dot{q}_1 & Y_{12} \\
0 & \begin{bmatrix}
c_2 \dot{q}_1 + s_2 q_2 \dot{q}_2 & \dot{q}_1 & \dot{q}_2 & g_{c12} & g_{c1} \end{bmatrix}
\end{bmatrix},
\]
\[
\theta = \begin{bmatrix}
\alpha & \beta & \delta & \frac{1}{l_2} \delta & \frac{1}{l_1} (\alpha - \delta)
\end{bmatrix}^T,
\]
where $Y_{12} = 2 c_2 \dot{q}_1 + c_2 \dot{q}_2 - s_2 \dot{q}_2^2 - 2 s_2 \dot{q}_2 \dot{q}_2$. The physical parameters for the manipulators are: the length of links $l_1 = l_2 = 0.38$m; the masses for the links are $m_1 = 3.9473$Kg, $m_2 = 0.6232$Kg, $m_1 = 3.2409$Kg and $m_2 = 0.3185$Kg. The initial conditions are $q_i(0) = \dot{q}_i(0) = 0$ and $\ddot{q}_i(0) = [-1/8\pi; 1/8\pi]$, $\dot{q}_i(0) = [1/6\pi; -1/4\pi]$ for both controllers. The human operator is modeled as a spring-damper system with gains $K_s = 25$ and $K_d = 5$, respectively. The predefined desired trajectory for the human operator can be seen in Fig.4.
A. Controller Using Acceleration Measurements

For simplicity, as an illustrative example, let us take $\lambda = I$ in (4), such that the pair $Y_l, \hat{\theta}_l$, for the local controller (5), becomes

$$
\begin{pmatrix}
\ddot{q}_{r,d_1} - \dot{\epsilon}_{l_1} \\
\ddot{q}_{r,d_2} - \dot{\epsilon}_{l_2} \\
gc_{l_1} \\
gc_{l_2}
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0 \\
gc_{l_1} \\
gc_{l_2}
\end{pmatrix}
\begin{pmatrix}
\dot{\hat{x}}_1 \\
\dot{\hat{\delta}}_1 \\
\frac{1}{l_{i_1}}(\dot{\delta}_{l_1} - \dot{\delta}_{l_1})
\end{pmatrix}

Y_l(q_1, q_2, \dot{x}_1, \dot{x}_2, \dot{q}_{r,d_1}, \dot{q}_{r,d_2})

\hat{\theta}_l
$$

where $Y_{21} = 2c_{l_2}(\ddot{q}_{r,d_1} - \dot{\epsilon}_{l_1}) + c_{l_2}(\ddot{q}_{r,d_2} - \dot{\epsilon}_{l_1}) - s_{l_2}(\ddot{q}_{r,d_2} - \dot{\epsilon}_{l_2}) - 2s_{l_2}\dot{q}_{r_1}(\ddot{q}_{r,d_2} - \dot{\epsilon}_{l_1})$ and $Y_{22} = c_{l_1}(\ddot{q}_{r,d_1} - \dot{\epsilon}_{l_1}) + s_{l_1}\dot{q}_{r_1}(\ddot{q}_{r,d_2} - \dot{\epsilon}_{l_1})$. For the remote controller, the pair $Y_r, \hat{\theta}_r$ is similar to $Y_l, \hat{\theta}_l$ with the replacement of the subscript $l$ for $r$ and $r, d$ for $l, d$.

The controllers gains are $K_l = 5I, K_r = 5I$ and $\Gamma_l = 0.25I$ and $\Gamma_r = I$. The time-delays in both paths are set to $0.4$s.

The simulations show that position tracking is achieved, moreover, the convergence rate is higher than with only velocity measurements—this effect can be seen when comparing Fig. 5 with Fig. 7. In Fig. 6 the parameter estimation values are presented, the estimation remains bounded and the oscillating behavior is mainly due to changes in the accelerations.

B. Controller Without Acceleration Measurements

In this case, with $\lambda = I$ for (8), the matrices $Y_i$ in (9) are given by

$$
\begin{pmatrix}
-\dot{\epsilon}_{l_1} \\
-c_{l_2}\dot{\epsilon}_{l_1} - s_{l_2}\dot{\epsilon}_{l_1} - \dot{\epsilon}_{l_2} \\
-gc_{l_1} \\
gc_{l_1}
\end{pmatrix}
= 
\begin{pmatrix}
Y_{12} \\
0 \\
gc_{l_1} \\
gc_{l_1}
\end{pmatrix}
\begin{pmatrix}
\dot{\hat{x}}_1 \\
\dot{\hat{\delta}}_1 \\
\frac{1}{l_{i_1}}(\dot{\delta}_{l_1} - \dot{\delta}_{l_1})
\end{pmatrix}

\hat{\theta}_l
$$

where $Y_{12} = -2c_{l_2}\dot{\epsilon}_{l_1} - c_{l_2}\dot{\epsilon}_{l_1} - \dot{\epsilon}_{l_2} + 2s_{l_2}\dot{q}_{r_1}\dot{\epsilon}_{l_2} + 2s_{l_2}\dot{q}_{r_1}\dot{\epsilon}_{l_1}$. The estimation parameters $\hat{\theta}_l$ are the same as in the previous section.

The controllers gains $K_i$ and $\Gamma_i$, and the time-delays are the same as in the previous section. The extra gain $B = I$.

Fig. 7 and Fig. 8 show the evolution of the joint trajectories and the parameter estimations using only velocity and position measurements. Position tracking is achieved and the estimations remain bounded, moreover, the system response is smoother than with the previous controller. Taking a step further, analyzing the velocities of the local and remote manipulators one can conclude that, when employing the controller with acceleration measurements, velocities contain more noise (see Fig. 9 and Fig. 10).
V. CONCLUSIONS

Two different controllers have been presented in this paper, one using acceleration measurements and the other only velocity and position errors. It has been proved that both can achieve asymptotic convergence to zero of position errors, and are ISS with respect to the input forces of the human operator and the environment. The stability results are independent of constant time-delays. The simulations suggest that, when using accelerations, the tracking performance is better. However, acceleration measurements induce noise resulting on oscillations. A smoother behavior is obtained without the need of accelerations. Future research along adaptive control for teleoperators include the study of the behavior with variable time-delays.

APPENDIX

Lemma 1: Let \( \mathbf{e}, \mathbf{r} \in \mathbb{R}^n \) and \( \mathbf{e} = H(s) \mathbf{r} \), where \( H(s) \) is an \( n \times n \) strictly proper, exponentially stable transfer function. Then \( \mathbf{r} \in L_2 \) implies that \( \mathbf{e} \in L_2 \cap L_\infty, \hat{\mathbf{e}} \in L_2, \mathbf{e} \) is continuous, and \( |\mathbf{e}| \to 0 \) as \( t \to \infty \). If, in addition, \( |\mathbf{r}| \to 0 \) as \( t \to \infty \), \( \hat{\mathbf{e}} \to 0 \) [11].
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