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Recursive convex replanning for the trajectory tracking of wheeled mobile robots

Mauro Argenti, Luca Consolini, Gabriele Lini and Aurelio Piazzi

Abstract— The article consider the Cartesian trajectory tracking
of wheeled mobile robots to be performed by a hybrid control scheme
with feedforward inverse control and a state feedaback that is only
updated periodically and relies on a recursive convex replanning
of the reference trajectory. This approach applied to the standard
unicycle model is shown to maintain its efficacy also in presence of
noise or unmodeled robot dynamics. Explicit, sufficient conditions
are provided to ensure global boundedness of the tracking error.
Experimental results are presented using Lego Mindstorm mobile
robots.

I. INTRODUCTION

The motion control of wheeled mobile robots (WMRs) is
a research subject that still attracts researchers providing new
contributions an improvements. This is probably due a variety of
reasons e.g. the growing importance of autonomous navigation,
the emergence of new application fields (e.g. service robotics,
etc.), the integration of new sensor devices (laserscanners, vision
cameras, etc.). A recent survey on this subject with an extensive
bibliography has appeared in [1].

Focusing on the specific problem of trajectory tracking of
WMRs, relevant global control methods were proposed based on
nonlinear feedback laws [2], feedback linearization [3], [4], and
integrator backstepping [5]. These methods and others as reported
in [1] rely on continuous-time feedback from the WMR’s state
and on the absence of noise affecting the robot model in the
analysis of the asymptotic tracking properties.

However, there are cases where continuous-time or high-
frequency revelation of the robot state is not available or not eco-
nomical and therefore only low-frequency state feedback may be
practicable. With this scenario, the WMR motion is commanded
by feedforward (i.e. open-loop) control inputs and periodically the
feedforward signals are adjusted to compensate the inevitable mo-
tion errors. This kind of hybrid feedforward/feedback strategy has
been chosen in [6] for the asymptotic stabilization of fixed robot
(or system) postures and also in [7], [8] where it was denominated
iterative state steering. The usefulness of feedforward/feedback
strategies was also shown in [9] where an application to lane
following of a vision-based autonomous car was developed using
iterative steering and feedforward inverse control.

In this paper within the framework of hybrid feedfor-
ward/feedback control schemes we propose a trajectory tracking
problem of a WMR modeled by a unicycle model affected by
norm-bound noise. Given a desired, feasible Cartesian trajectory
to be tracked by the WMR, the proposed control scheme uses a
recursive convex replanning method to compute a new reference
trajectory whenever the WMR'’s state is real-time available at a
frequency assigned by the replanning time period 7" (cf. Section
II). Then this new reference trajectory that is still feasible is
used to generate the feedforward inverse command velocities
that help in reducing the tracking errors (see Figure 5). If the
replanning period 7' is sufficiently small relative to the noise
magnitude, explicit closed-form bounds on the global tracking
error are provided (cf. Corollary 1). In such a way a “practical”
tracking convergence to the desired trajectory is achieved.

The paper is organized as follows. Section II exposes the
recursive convex replanning method, poses the problem of finding
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conditions that guarantee global boundedness of the tracking
errors in spite of noise and provides these conditions in Corollary
1. Section III introduces the recursive replanning method for
general nonlinear systems and presents a main result (Proposition
1) over which Corollary 1 is deduced by means of the deductions
and calculations reported in Section IV. Simulation results with a
comparison with a classic control scheme are exposed in Section
V. Experimental results using Lego Mindstorm mobile robots are
presented in Section VI. Concluding remarks end the article in
Section VII.

II. TRAJECTORY TRACKING FOR THE UNICYCLE

This section presents the recursive tracking approach discussed
in this paper in the case of the kinematic unicycle.
Consider the following model for the unicycle (see Figure 1)

(5) - <o)

6 = wt)+melt)

where (z,y) € R? is the position of the center of the unicycle, 6
is the orientation angle and v, w are the velocity control inputs,
and set z = (z,y,0). Functions n and 7y are noise terms that
satisfy the bounds V¢ € R
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< N,
me(H)] < No. @
When the noise terms are not present, (i.e. N = 0 and Ny = 0)
system (1) is called the nominal unicycle.
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Fig. 1. Schematic of a unicycle mobile robot

Consider a reference trajectory 7o defined as follows.

Assumption I: Let o : RY — R? be a reference trajectory
with C? continuity such that:

1) 0 <Vin <o (8] < Var

2) [[Fo(®)ll < Aw .

Exact tracking of 7o is achieved when V¢t > 0

(58 ) =

The following straightforward result characterizes completely the
exact tracking problem for the nominal unicycle.
Property 1: Exact tracking is achieved for the nominal uni-

cycle (1), i.e. ( ;EE)) P = 7o(¢), YVt > 0, if and only if the
d:

following conditions ho
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b) v(O)( Sooa0) ) — 50(0) |

O w(t)= eIl,vE >0,

d) w(t) = L arg(§o(t)),Vt > 0.

Conditions a), b) imply that the initial conditions must be such
that at the initial time the unicycle lies at the beginning of the
curve with orientation angle parallel to the tangent vector to the
curve vo. Conditions c), d) actually define the controls that must
be used to exactly track the given reference. These controls are
feed-forward velocity input signals because depend only on the
reference ~o.

Remark: Having chosen a C®-trajectory reference, i.e. a tra-
jectory function that is continuous with its derivatives till to the
third order, we obtain by means of c¢) and d) smooth velocities
v(t), w(t) with continuous accelerations, i.e. v,w € C*(R™).
A weaker condition to still ensure continuous accelerations is to
assume yp € C? (R+) and v is a G3-curve, i.e. a curve with
third order geometric continuity (continuity along the curve of
the tangent vector, curvature, and derivative of the curvature with
respect to the arc length) [10].

Obviously, using feedforward control only, defined by c) and
d), the tracking error may grow unbounded if N > 0, Ng > 0.
In order to keep the error bounded one may use continuous-time
feedback control. In this paper another approach is considered,
based on an idea similar to iterative steering (see [8]). The method
consists in using at all times the feedforward controls given by
¢), d) but the reference trajectory is periodically replanned. When
t € [0,T), vo is used as reference trajectory, for ¢ € [T,27] a
different curve ~; is used and, in general the reference trajectory
7 is used for ¢ € [iT, (i + 1)T. Each references ~; is defined
recursively with respect to v;—1 in such a way to keep the
tracking error limited. Before explaining in detail the overall
feedforward/feedback strategy, the replanning operator to be used
to construct each reference ~y; from ;_1 is defined as follows:

Definition 1 (Replanning Operator): Let be given a (current)
reference trajectory v : [to,+oo) — R? and a robot’s state
z0 = (o, yo,00). Define a new reference trajectory 7.,,t9,v :
[to, +00) — R? according to the convex replanning:

Veo,t0,1 () = At = to) [(wo0, yo) + R(eo(t0))(v(t) — (to))]
+(1 = At —t0))(t) 3

—~

where

e A:RT —[0,1] is a monotone decreasing C*-function with
A(0) =1, D'A(0) = 0,4 =1,2,3 and lim;— 1 oc A(t) = 0;

e R(z)= CoST TSI 1 i< the rotation matrix;
sinz  cosz
e eg(to) = 6o — arg+(to) is the heading angle error at time
to.
The curve y1 = Ys,t0,70 is @ C*-function and enjoys the

following properties
71 (to) = (zo, o) ,
arg1(to) = o ,
Jim y1(t) =0(t) =0

Zo
Yo
its derivative has the direction given by 6. Asymptotically 1
converges to 7o and the rate of convergence is controlled by the
monotone decreasing function A. Remark that the replanned curve
~1 is determined trough a linear convex combination, weighted by
A(t), of function -y and another trajectory obtained by rotating
and translating o itself, as depicted in Figure 2. For instance, one
may choose A using C®-transition polynomials [11] and setting
the transition time equals to 27"

In other words, trajectory i at to is equal to and

t\* t\°®
At) = 1—35<ﬁ) +84(ﬁ>
t\° t\’
— 70 <ﬁ) +20 (ﬁ> L tel0,2T] @)
At) = 0, t>2T;

the graph of this function is reported in Figure 3
The motion control method can be summarized as follows (it
is assumed that a), b) of Property 1 hold).

L For t € [0, T, where T' > 0 is the replanning time, the
control functions are given by c), d) (in Property 1)

(w0, y0) + R(eo(t0))(v(t) — (to))

Fig. 2. Convex replanning

T 2T

Fig. 3. The C3-transition polynomial \(t)
1L For t € [iT, (i + 1)T], with ¢ = 1,2,..., the control
velocities are defined by

u(t) = %@l ®

wlt) = S arg(ia(t) ©

where 7;(t) is the trajectory determined via the convex
replanning operator (3):

Yi = V2(iT),iT,vi_1 - @)

That is, for ¢t € [iT, (i + 1)1, an open loop control
is applied, that would drive the nominal system from
z(iT)
y(iT)
trajectory «;—1. Therefore the reference trajectory ~y; is
defined recursively with respect to trajectory y;—1, as
shown in Figure 4.

state with orientation 0(:T"), to reference

The overall control scheme is depicted in Figure 5 where the
Recursive Convex Replanning Operator block takes care of the
iterative trajectory generation and the Inverse Control Operator
block computes the actual control by means of differential rela-
tions (5,6).

The control method just outlined draws on the idea of iterative
state steering (see [8]), the main difference lies in the fact that
each replanned trajectory is defined recursively with respect to
the previous one. With respect to the iterative state steering, this
method has the following significant differences:
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Fig. 4. Recursive generation of reference trajectories

o vt (v

Fig. 5. The hybrid feedforward/feedback scheme for the trajectory
tracking of wheeled mobile robots.

« If the noise functions 7 and 7y affecting system (1) are zero
during time interval [¢T), (¢ + 1)T] the replanned trajectory
coincides with the previous one, i.e. v;+1 = 1. No replan-
ning is actually performed in absence of noise.

o The replanning does not affect the control smoothness as w
and v remain C'-functions, linear and angular accelerations
remain continuous. Actually, these control functions could
be made arbitrarily regular by choosing sufficiently regular
reference 7o and function A.

o Even if a direct comparison is difficult, the sufficient condi-
tions for applying this method are somehow weaker than the
one appearing in [8] since it is not required that the tracking
error decreases in norm after the replanning time 7" (see (c)
of Assumption 1 in [8]).

In this paper, this method will be analyzed, conditions will be
found that allow keeping the tracking error limited and bounds
will be provided. The problem that will be solved is therefore the
following.

The Problem: Find conditions on trajectory 7o, replanning time
T and noise magnitude that guarantee that the tracking error is
bounded, and find an estimate on the error norm.

In Section III, this problem will be considered for a general
class of systems that includes the unicycle model (1). The main
result of this work (Proposition 1), when applied to the case of
the unicycle vehicle with function A\ defined as in (5), brings to
the following result.

Corollary 1: Consider control laws given by (5) and (6) and
let \(t) be given by (4). If T' < g% then the following bounds
hold

g—';TNvef-l-(%QNg—l-TN)
1-871TN,y ’
32
(3
T — T
s =@ < (147 ) TNe(Va+Var) + 5 N (9

This results means that if the product of the replanning time 7’
and the noise bound Ny is sufficiently small, then the difference
between the replanned curves v; and the reference curve 7o
is bounded (the tracking error has similar bounds). Obviously,
the provided bounds grow as the replanning time 7' increases
and decrease with the noise bounds N, Ny. Exact tracking is
guaranteed only when N = 0 and Ny = 0.

[9:(8) = Ao (O] < V2 =

III. RECURSIVE TRACKING IN A GENERAL SETTING

In this section we introduce the recursive tracking problem in
a more general way and present a technical result (Proposition 1)
which will permit to find tracking bounds for the case of the
unicycle vehicle discussed in Section II.

Consider system

Z(t)

z(to)
where z(t) € R”, u(t) € R™ and 7 is a noise term that satisfies
the following constrain

f(z(8), u(t)) + n(t)

20

(10)

In®)]]| <N VteR, (11)

with N € R". As in the case of the unicycle, when N = 0, the
system above is called the nominal system (10).

Define as feasible trajectory a reference function which can be
exactly tracked by the nominal system (10):

Definition 2: A continuous function 7 : R — R"™ is a feasible
trajectory for (10) with control wuo, if the following differential
equation is satisfied

So(t) = F(vo(),uo (1)t 2 0. (12)
The following is the fundamental assumption for defining a
recursive iterative tracking. For every feasible system trajectory
7, every initial state Z and time ¢, it is assumed that there exists a
feasible replanned trajectory that brings asymptotically the state
from Zz to the reference ~.
Assumption 2: If ~o is a feasible trajectory for (10) then
VzZ € R"™ and ¢ € R there exist continuous functions us 7, :
[t,+00) — R™ and 75 7.+, : [t, +00) — R", such that

{ V2,870 (1)

Yz, 70 @

»Y0

I(Vf,fﬂo (t)7 Uz,E,v0 (t)) (13)

E

and

M Yz, (1) = 70(8) = 0. (14)

Assumption 2 allows defining a recursive iterative control (as

has been done in the case of the unicycle vehicle in Section II)
in the following way.

Control law: Given a reference trajectory <o, the control

function % for system (1) is defined as follows

ﬂ(t) = UO(t)7 ifte [07 T] 15
U(t) = uz(iry,iT;_, (t) if t € [T, (i + 1)T7, (1>
where .
zt) = f(z(0),a(t)) ‘ (16)
Yi(t) = Va(r)iTiy_, (1), 1> 0.

The following defines a particular class of positive definite
operators, similar to Lyapunov functions.

Definition 3: Let n be a positive integer, then U : R" — R,
is a seminorm if the following conditions hold

1) V(0)=0;

2) V(z) >0,Vz € R™;

3) V(Z1 + Zz) < V(Z1) + V(Zz), VZ1,22 € R"™.

Moreover V = (Vi,Va,..., V) : R* — R’ is a vector of
seminorms if each component V; is a seminorm.

(Notation: for any relational operator <r and z,y € R", z <gr y
means r; <gr Yi, ¢t = 1,...,n).

Definition 4: Given a function ¢ : Rt — R and a seminorm
U, we say that system (10) is (U, ¢)-bounded, if, when ¥ is a
feasible trajectory with control @ and z is the solution of the
following system

—
ISERSS
A~
o~
o =
N2

Il

f(2(),a(t) +n(t)
A (to)

then, Vt > to
U(=(t) = 7(t) < o(t —to) - (17)
The following proposition is the main result of this section.

Proposition 1: Let V be a vector of seminorms and U a
seminorm, 7o a feasible trajectory for (10), with control function
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ug. Let z(t) and 7; be defined according to (15), (16). Let
function ® : R' x R x R" — R be such that

V' (¥z0,t0, (1) =7(1)) < @(U(2(t0) =7(t0)), t —to, W(W—Wo()l)gi
and ® is monotone increasing with respect to each component of
the argument W, defined as W () = sup,cp V (7(t)). Moreover,
assume that there exists a function ¢(¢), such that (10) is (U, ¢)-
bounded.

If there exists V € R such that

—+oo
V> (p(T),t — kT, V) (19)

k=1

then, V¢t € R and Vi € N,
V(i(t) = v(t) <V . (20)

Proof: Proposition 1 can be proved by induction as follows.
Consider first ¢ = 0, in this case inequality (20) holds since, by
1) of Definition 3,

V(70(t) =70(t) =V(0)=0< V.

Moreover assume that (20) is verified for ¢ = 0,1,...,l—1, then
from (18) and 2) of Definition 3 the following relation is obtained

V() =) =V (Z(%(t) - ’Ykl(t))>

k=1

<3 V() = - (t) on
k=1

(UGEET) = ve-1(kT)),

P
— kT, W(ye—-1(t) —v0(t))) .

From (17), with ¥ = vx—1 and to = (k — )T, Vk = 1,...,1,
the following inequality holds

o

<
t

Uz(ET) =~(kT)) < o(T),

Since by the inductive hypothesis relation (20) is true for ¢ =
0,1,...,l -1, VteR:

W(ve—1(t) —v(t) <V,

therefore, the following inequality is obtained

l
V() —v0(t) <> @(p(T),t—kT, V).  (22)
k=1

and finally, combining (22) and (19), it follows that

V(n(t) = () < V.

|

Remark that instead of finding separately a function ® and ¢
which satisfy (18) and (17), one can find directly the composite
function ®(p(T"),t — to, W (y — o)) which appears in (19), as
will be done for the unicycle vehicle.

The idea behind proposition (1) is the following. The key
element for finding bounds for trajectories -; defined in (16)
consists in finding the function ®(p(T"), t—to, W (~y—"0)), which
provides bounds on the norm at time ¢ of the difference of a curve
replanned at ¢y with the previous one (7), as a function of the
replanning time 7', the time elapsed since the parameterization
(t — to) and the maximum value of the norms of the difference
between ~ and the reference curve .

IV. APPLICATION TO THE TRACKING PROBLEM FOR THE
UNICYCLE

In this section, we apply Proposition 1 to the tracking problem
for the unicycle vehicle, introduced in Section II.

The following lemma estimates the error on the feed-forward
control of system (1) caused by the noise terms.

Lemma 1: Consider system (1), assume that a) and b) in
Property 1 holds and that the controls u and w are given by
¢) and d). Then the following inequalities hold

|0(t) — arg(y0(t))| < Nt , (23)

2
(58 ) @l < SNovi+ N, @
Proof: Define eg(t) = 6(t) — arg(do(t)) and
(t) = g((g — 2o(t), then éo(t) = me(t) and
léo(t)] < No, from which (23) is obtained. Moreover

. cos 6(t) — cos(arg ¥(t)) .
e = v( sin (t) — sin(arg (1)) ) + n and [lé(t)]| <

Vmv2y/1—coses + N. Since cosz > 1 — é then

e(t)]| < Var£Xe 4 Nt, from which (24) follows. m

The following result represents the direct application of Propo-
sition 1 to the case of the unicycle.

Proposition 2: Consider system (1), where the control w is
defined by (5)-(6) and the reference function 7o satisfies Assump-
tion 1. Moreover suppose that

+oo +oo
X =TNy [ Y AGT)+ ) [AGT)iT| < 1.
1=0 =0

Define

+oo
Va=(1-x)" (TNeVMTNe(Z A(Ti)
=t (25)

+oo
+NT)> )\(Ti)> .

i=0

+ANTHT) + (TN‘Q

_ T2 I
Vi = (5 No(Va + Var) + NT) ; MT)

. (26)
+TNo (Vo + Var) > MT)

i=1

+oo -t
Vs = (1 —TNp» A(iT)) {T No (Vo + Vir)
=0

+o0 too
(Z AGT) + A(iT)) +An T Np Y A(GT) 27
=1 , . =1

+ (% Ny +TN) > AGT)}

and suppose that the following condition is verified

Vin < Vo,
then the following inequalities hold, Vi € N and Vt > iT,
7 (8) = (O] < Vi, (28)
4 () = Ao ()] < Va2, (29)
1%:(t) = Fo(®)]] < V. (30)

Moreover the controls defined by (5) and (6) satisfy the
following bounds, Vi € N, Vt > T’

u(t) € [Vin — Va, Vi + V2] , (31)
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Apm + Vs

ol < T2 (32)

Proof: Since, input functions u(t), w(t) defined in (5)
and (6) are C' and respectively C°, then the extended state
z = {x,y,0,2,9,%,9} is well defined. Set V = (V1, V2, V3)
with Vi = (2, y)ll. Va = [|(&,9)]] and Vs = |(&, §)||. Remark
that V' satisfies Definition 3. In order to use Proposition 1, we
now define the function ® = (®1, P2, P3) such that (18) holds.
To define @1, consider the following bound

Vi(Vz(ta).toy = ) = [IA(E = t0) {R(ea(t0)) [¥(t) —~(to)]
(o) + ey (to)} + [1 = At — to)]7(t) = (D)
= [IA(t = to) {[R(eo(to)) — 1] [v(t) = 7(t0)] + ey (to) I ,

together with ||R(g(to)) — I|| < |ea(to)| and

[7(#) = ()]l < (= to) sup 5@l

< (t—to) |Var + sup [|7(t) — Ao (t)l

t>tg
< (t—to) [V + Wa(y — )] -
Therefore, by Lemma 1, we find the bound
Vi(Va(to) o,y = 7) < At = to) {lea(to)] (t — to)

[(Wa(y —0) 4+ Var] + ley (to)[}
< O(T,t —to, W (v —70)) -

Analogously
Va(atto)tory = 7) = IIA(E = to) {[R(es(to)) — 1]
[v(#) =7 (t0)] + e~ (t0) } +4(t)

{A(t —to) [R(ea(to)) — ]}l
< (Tt —to, W(y —0)) -

Finally
Va(Yatto).tory =) = IA(E — to) {[R(eo (to) — 1]

[1(t) = Y(to) + ex(to)]} + At — to) [R(eo (to)) — 1]
Y(#) +5() {1+ At —to) [R(eq(to) — 1]}

+3() A(t — to) [R(ea(to) — I] — 4 (t)||
< O3(T,t —to, W(y — ) -

From (25), (26) and (27) it follows that, for k = 1,2,3

“+ o0

i=1

and, by (20) of Proposition 1, relations (28), (29) and (30) hold.
Moreover, Vt € [iT, (i + 1)1

u(t) = %@l = 170 () + 5 () = Jo @)l
€ |Vin = sup 34(6) = o011 Vas + sup {1s(9) — 30(0) 1}
) C[Vm—‘727VM-|-V;]7

hence (31) holds. Furthermore,

w0) = |5 arg(3:(t)] < LU detmf(?)’””;“”'
15: 01 _ oIl 4+ sups i {ll5: () — Jo (B}
T RO T 1701 = supss i {ll7: () = S0 (D)1}
< Am + E_/z 7
T Vi = V2
therefore (32) holds and the proof of Proposition 2 is complete.

|
Corollary 1 follows from Proposition 2 when A is given by (4) .

V. SIMULATIONS

We have compared in simulation the method presented in
Section II, with the controller for the unicycle presented in [1, p.
809]. We have assumed that the state is measured only at regular
intervals 7" = 1 s, which represents also the replanning time
for our algorithm. The state appearing in the feedback control
law presented in [1] is obtained through a discontinuous open
loop observer which is updated at each observation time. The
gain in this controller have been set to have controls signals
of magnitude similar to the method presented in Section II. As
reference trajectory we have considered a periodic spline followed
with constant speed 1 m/s. The noise bounds appearing in (2) are
given by N = 0.5v/2 and Ny = 0.5. The obtained results are
presented in Figures 6 and 7. The two methods showed a similar
performance in terms of tracking error. However, the control
method presented in this paper has the advantage of providing
overall continuous input signals whereas the control signals of the
classic controller are discontinuous (even if this is a consequence
of having used a discontinuous observer). We believe that our
method has the advantage of guaranteeing an arbitrary class of
continuity in the input signals. Moreover it is not a ad-hoc solution
for the unicycle, since it can be applied in principle to any system
satisfying the conditions presented in Section III.

Fig. 6.
method

a) The robot trajectory and b) The control inputs for the recursive

a)

Fig. 7. a) The robot trajectory and b) The control inputs for the method
presented in [1, p. 809]

VI. EXPERIMENTAL RESULTS

We have implemented an experimental setting for the method
presented in Section II. We have used a mobile robot built with
Lego Mindstorm NXT pieces, depicted in Figure 8. The traction
is provided by 2 front wheels, a passive rear castor wheel is
used to prevent the robot from falling over. The inputs variable
are w; and w,, the angular velocity of left and right wheels. Set
v =2t and w = 7257, where 7 is the driving wheels
radius and L is the distance between the two wheels. After this
substitution this differential drive robots can be described with
the unicycle model (1).

Two red markers of different sizes have been placed on the
robot and the system state (z,y, 0) is measured 10 times per sec-
ond through a Unibrain firewire camera, using standard computer
vision techniques. A personal computer running Matlab contains
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Fig. 8. The LEGO NXT robot

a systems observer for finding the robot state and implements
the recursive controller presented in (5), (6) and (7). The control
signals are computed and sent to the wheeled robot via Bluetooth.

In these experiments the replanning time has been set to 17" =
0.8 s.

This experimental setting is characterized by some difficulties,
in particular the Bluetooth transmission introduces in the control
loop a delay of 80 ms, and the wheels occasionally experiment

slippage.

“h
o1
005
10 2

|
|
0 30 )

b)

a)

Fig. 9. a) Reference and actual trajectory for a circle b) The norm of
the (z,y) component of the tracking error with respect to time

a) b)

Fig. 10. a) Reference and actual trajectory for a composite 773-spline
b) The norm of the (x,y) component of the tracking error with respect
to time

Figure 9-a) shows the experimental results obtained when the
reference trajectory is a circle of radius equal to 30 cm, followed
with a constant speed of 0.2 m/s. The red line represents the
reference trajectory 7o and the blue line the robot observed
position. In the middle of the test the robot has been moved
with a rod to test the robustness of the controller, this explain

the large transient error present in the figure. The reader should
watch the attached video (which shows the same experiment)
to have a better idea of the controller behavior in this case. In
Figure 9-b), the norm of the (z,y) component of the tracking
error is showed; the spike on time ¢ = 40 it is due to the test
of the robustness of the controller. Figure 10-a) shows another
experiment where the desired trajectory ~o is obtained using
n°-splines [12], reparameterized with constant speed 0.15 m/s.
The associated tracking error is shown in Figure 10-b). Remark
that the evaluation of functions =; in (7) require the use of a
recursive function. If function A reaches O in finite time 7, then
the maximum order of recursion is given by the ratio % (recall
that 7" is the replanning time). Since the order of recursion is
deterministic, the proposed control law can be implemented in
a real time controller. Parameter 7" must be carefully chosen. In
fact, on one hand, by (8), (9), reducing 7" improves the tracking

performances. On the other hand, it increases the ratio 7, the

number of recursions needed to implement the controller and the
computational effort.

VII. CONCLUSION

This article has exposed a new controller scheme for the
hybrid feedforward/feedback trajectory tracking of WMRs. A
key idea of the approach is the replanning operator (cf. (3))
that is applied recursively and computes straightforwardly a new
reference trajectory by means of a convex combination of the
earlier trajectory with the same trajectory rotated and translated
according to the current robot state. The authors retain that this
replanning operator can be generalized and be used in broader
contexts such as e.g. in aerial robotics and in certain classes of
n-dimensional nonlinear systems.
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