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Abstract— Different robotic tasks can be solved by controlling
a robot to circulate along curves. These include, for example,
border inspection and surveillance, multirobot manipulation,
and pattern generation. In a previous, work we have proposed
a vector field approach for robot convergence and circulation
along time-varying curves embedded in N-dimensional spaces.
In the present work we instantiate this approach for three-
dimensional spaces and, for the first time, show the efficacy of
this method to control actual robots. Besides new theoretical
analysis when constant speed control is applied, we present
experimental results with aerial (quadrotors) and ground
(differential-driven) robots.

I. INTRODUCTION

Recently, the problem of controlling a robot to converge

to and circulate along closed curves has drawn the attention

of several researchers. Different tasks, such as surveillance,

manipulation, and boundary monitoring can be executed

by means of solutions of this problem. A very interesting

application is shown for instance in [1], in which a group

of aerial vehicles is used to pursue and circulate a chemical

cloud that was released in the atmosphere.

In [2], [3] and [4], vector fields were used to solve

the pattern generation problem, in which large groups of

robots must converge to a specific curve in the plane. The

main difference among the works is the way these fields

are computed. The authors of [2] and [3] have computed

the attractive field as the gradient of a function given by

the interpolation of several radial basis functions centered

at samples of the desired pattern. On the other hand, the

authors of [4] have proposed to use a numerical method

to compute, in an efficient way, an electrostatic field to

attract a group of robots to a given target curve. The main

advantage of their approach was the possibility to use the

method in workspaces with obstacles. Artificial vector fields

are particularly interesting due to the robustness of such

methods to localization and actuator errors, which allows

for real world applications, and the possibility to integrate

planning and control in the same approach.
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In some previous works, the robots were only attracted to

the target curve, in which they should remain in a static con-

figuration. However, for some problems it is also necessary

another vector field to enforce the robots to circulate along

the curve. In the case of a fixed-wing UAV (Unmanned Air

Vehicle), for example, the robot must maintain a minimum

speed and cannot converge to a single point. Therefore most

of the tasks to be accomplished for this kind of robots must

be modeled as a problem of convergence and circulation

of curves. In this sense, for instance, [5] have controlled

a UAV to track a moving target by using a vector field that

guide it to a circle centered on the target. The composition

of an attractive and a rotational field usually can be used

to create an attractive limit cycle in the robot configuration

space. Besides this paper, this idea was also used in [6], [7],

[5], [8], [9], [10], and [11].

Some vector field based approaches, such as [12], consider

N-dimensional spaces. However, most solutions that generate

vector fields for curve tracking assume two-dimensional

spaces. An exception is our previous work [13], in which

time-varying curves in N-dimensional spaces are considered.

In that paper it is presented the theory of the methodology,

formal proofs of convergence, and simple numerical simula-

tions. All results assumed the simple holonomic, kinematic

model:

q̇ = u , (1)

where q̇ is the robot velocity and u is the control input

vector.

The present paper intends to show that our previous results

can be applied to control real mobile robots. We present: (i)

further analyses of the controller proposed in [13]; and (ii)

experimental results with ground and aerial robots.

This paper is organized as follows. In Section II we present

a general methodology to generate an artificial vector field

for guiding a robot towards a given curve and circulate

along this curve. In Section III we show some experimental

results with actual robots in 2D and 3D workspaces. Finally,

we present our conclusions and discuss future directions in

Section IV.

II. METHODOLOGY

In [13] the authors proposed a methodology to converge

to and circulate along a desired curve embedded in N-

dimensional space. Furthermore, the curve can be static or

time varying. In this section we review the methodology

assuming three dimensional spaces (as the experimental
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results presented in this paper deal with this case), which

is a particular case of the main result in [13]. Afterwards,

we present a novel analysis of the proposed controller in the

case of time-varying curves.

A. Vector fields for 3D spaces

Before we start, we need to discuss some definitions.

Unless mentioned otherwise, all the vectors considered in

the paper are column vectors, q = [x y z]T , and ∇ is the

gradient with respect to the coordinates x, y, z.

The proposed methodology is based on the existence of

two functions α1 and α2, such that the desired curve is

obtained by the intersection of the zero level set of such

functions. Let D(t) be the set of points q such that at

time t the functions α1 and α2 vanish. Thus, under certain

constraints imposed on the functions αi, the set D(t) is a

one-dimensional set embedded in R
3. Figure 1 illustrates

this idea. Figure 2 presents ideal simulation results which

illustrates our objective: a robot must converge to and cir-

culate along the target set D(t) from every initial condition.

We assume the robot kinematic model in (1).

We will first assume that the target set D(t) is static. In

order to achieve convergence, we use a function V (α1, α2): a

negative definite function with continuous partial derivatives,

such that its gradient is null only at the origin. The control

law for convergence is given by:

u = G∇V , (2)

where G is a non null positive function, and the vector G∇V
points toward the set of points such that ∇V = 0, which

include the set D(t), where α1 = 0 and α2 = 0, since V is

a negative definite differentiable function. If the remaining

points where ∇V = 0 are not attraction points to the system

then convergence is guaranteed.

If D(t) is time varying, it is necessary to add a component

to compensate the time variation of the curve. Let the

functions α1(x, y, z, t) and α2(x, y, z, t) be differentiable

functions, and let M(α) be the R
3×3 matrix

M(α) =





∇αT
1

∇αT
2

(∇α1 ×∇α2)
T



 , (3)
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Fig. 1. Intersection of two surfaces α1 = 0 and α2 = 0: the set D(t) (in
this case, static).
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Fig. 2. Simulations for the target curve, given by the intersection of
the two surfaces in Figure 1. The circles represent several initial robot
configurations.

where × is the vector cross product operator. Also, consider

the vector

a(α) =

[

∂α1

∂t

∂α2

∂t
0

]T

. (4)

The desired component can be given by −M(α)−1a(α).
By adding this term to the right side of (2) convergence is

guaranteed to time-varying curves. A further analysis about

the influence of this term will be given in Section II-B.

Now, we will address the problem of circulation. Assume

again that the curve is static and that the system has already

converged to the desired curve. The vectors ∇α1 and ∇α2

are orthogonal to, respectively, the level sets of α1 and α2.

Since the desired curve is the intersection of two particular

level sets (zero level sets) then, at a point q in the desired

curve, the vectors ∇α1 and ∇α2 are orthogonal to a vector

which is tangent to the curve at this point. Provided that the

gradient vectors are linearly independent, there is only one

vector (up to a scale) that is orthogonal to both vectors: the

cross product ∇α1 ×∇α2. Therefore, the following control

law guarantees circulation:

u = H ∇α1 ×∇α2 , (5)

where H is a non null function. The sign of H on the desired

curve defines the direction of circulation.

As in the case of simple convergence, if the curve is time

varying it is necessary to add a term to the right side of (5).

It turns out that the same term can be used for circulation:

−M(α)−1a(α).
To achieve both convergence and circulation simultane-

ously, we can combine Equations (2) and (5), together with

the correction term. Convergence and circulation are inde-

pendent, i.e. they do not interfere with each other, because

the vectors ∇V and ∇α1 × ∇α2 are orthogonal. By the

chain rule, ∇V is a linear combination of ∇α1 and ∇α2,

and ∇α1 × ∇α2 is orthogonal to both vectors. Therefore,

merging the equations

u = G∇V + H∇α1 ×∇α2 − M(α)−1a(α). (6)

This control law guarantees convergence and circulation,

which is our objective. The technical features and the formal

proof of this fact can be found in [13].
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B. Further Analysis of the Proposed Controller

In this section we will point out the importance of the

correction term (−M(α)−1a(α)) to the controller in (6).

Before we proceed, the following definition will be useful.

Definition 1 The induced pseudo-inferior norm of a matrix

A ∈ R
m×n, ‖A‖inf is defined as

‖A‖inf = min
x6=0

‖Ax‖
‖x‖ , (7)

where x ∈ R
n and ‖.‖ is a vector norm. If the norm is the

usual Euclidean norm (the case in this paper) then

‖A‖inf =
√

λmin(AT A) , (8)

where λmin(AT A) is the minimum eigenvalue of AT A.

Remark 1 The denomination “norm” is a misnomer since

the operator ‖·‖inf violates the triangle inequality. With this

in mind, it is called pseudo norm because there are non null

matrices A such that ‖A‖inf vanishes. If the row rank of A
is less than the number of columns then ‖A‖inf = 0.

An interesting property of our pseudo norm is given next.

Property 1 For a matrix A and vector x of appropriate

dimensions

‖Ax‖ ≥ ‖A‖inf‖x‖ . (9)

Proof: This property comes directly from the definition

in (7). For any vector x we have:

‖A‖inf ≤ ‖Ax‖
‖x‖ . (10)

As presented in the last section, the proposed controller

is composed by three terms: one for convergence, one for

circulation and one for correction in the case of time-

varying curves. A natural question to ask is how relevant this

correction term is and what are the implications of removing

it.

Assume constant speed (‖q̇‖ = constant) and bounded

time-derivative of the curve, which are reasonable assump-

tions for actual robots and real world tasks (see [14], for

example). Consider also the definitions:

Definition 2 A time-varying set of points, S(t), of a dynam-

ical system q̇ = h(q, t) is said to be a repulsive set if there

exists a neighborhood N (S) such that for all q ∈ N we

have Ḋ > 0 for all t, where D is the distance between q

and S.

M∗(α) =

[

∇αT
1

∇αT
2

]

, (11)

a∗(α) =

[

∂α1

∂t

∂α2

∂t

]T

. (12)

We will now show that removing the time varying correc-

tion term will cause a configuration steady-state error.

Theorem 1 Let

u = vr(G∇V + H(∇α1 ×∇α2)) (13)

be a special case of the controller in (6), with G =
g(V )/‖∇V ‖ and H = h(V )/‖∇α1 × ∇α2‖ such that

g2+h2 = 1. Therefore ‖q̇‖ = vr. Assume also that g(0) = 0
and

lim
q→D(t)

g(V )
∇V

‖∇V ‖ = 0 , (14)

and ∇V can vanish on the desired set. If the variation of the

curve is bounded in the sense that for all q and t ‖a∗(α)‖ ≤
vc and ‖M∗(α)T ‖inf ≥ vgrad, and also the set of points

such that ∇αi’s are linearly dependent, C(t), is repulsive,

then the system approaches the desired set D(t) when in the

region

E(t) = {q| g(V ) >
vc

vgradvr

}. (15)

Proof: By using the positive definite function f = −V ,

after simplifications, we have

ḟ = −vrg‖∇V ‖ − ∂V

∂t
. (16)

We will now prove that ḟ < 0 in E(t). One can note that

−g‖∇V ‖ ≤ 0, so, if vrg‖∇V ‖ ≥ |∂V/∂t| then ḟ < 0. Let

∇αV be the gradient of V taken with respect to the external

variables αi. Thus,

vrg‖∇V ‖ = vrg‖M∗(α)T∇αV ‖ (17)

≥ vrg‖M∗(α)T ‖inf‖∇αV ‖ , (18)

by using Property 1. Applying also the fact that

‖M∗(α)T ‖inf ≥ vgrad

vrg‖∇V ‖ ≥ vrvgrad‖∇αV ‖ . (19)

Also, one can note that
∣

∣

∣

∣

∂V

∂t

∣

∣

∣

∣

= |∇αV T a∗(α)| ≤ ‖a∗(α)‖‖∇αV ‖. (20)

Since ‖a∗(α)‖ ≤ vc

∣

∣

∣

∣

∂V

∂t

∣

∣

∣

∣

≤ vc‖∇αV ‖. (21)

Therefore, if vrvgrad‖∇αV ‖ > vc‖∇αV ‖ we can assure

that ḟ < 0. Obviously, this inequality holds on the set E(t).
Since all equilibrium points (points such that ∇V = 0,

outside the desired curve) are in C(t) and by hypothesis

this set is repulsive, then in the region E(t), the system

approaches the desired curve V = 0.

We will discuss the implication of this theorem with an

example. Consider a circle moving in R
3, with time depen-

dent radius described by the function R(t), time dependent

center described by the vector qc(t) = [xc(t) yc(t) zc(t)]
T ,

and parallel to the plane z = 0. Also, let q̃ be the vector
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[x y]T and q̃c be the vector [xc(t) yc(t)]
T . The following

functions describe the circle:

α1 =
√

(x − xc(t))2 + (y − yc(t))2 − R(t) = 0 , (22)

α2 = z − zc(t) = 0. (23)

Remark 2 The set of points such that the vector ∇α1×∇α2

vanishes is the set of points [xc(t) yc(t) s]T for any s ∈ R.

In our previous work [13] we present a very similar example

where we show that this set is repulsive.

Assume that ‖ ˙̃qc‖ ≤ v1, |Ṙ(t)| ≤ v2 , and |żc| < v3. Thus,

∣

∣

∣

∣

∂α1

∂t

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

− (q̃ − q̃c)
T ˙̃qc

‖q̃ − q̃c‖
− Ṙ(t)

∣

∣

∣

∣

∣

, (24)

and
∣

∣

∣

∣

∣

− (q̃ − q̃c)
T ˙̃qc

‖q̃ − q̃c‖
− Ṙ(t)

∣

∣

∣

∣

∣

≤ ‖ ˙̃qc‖ + |Ṙ(t)| ≤ v1 + v2. (25)

Also,
∣

∣

∣

∣

∂α2

∂t

∣

∣

∣

∣

= | − żc(t)| ≤ v3. (26)

Therefore,

‖a∗(α)‖ ≤
√

(v1 + v2)2 + v2
3 = vc , (27)

which means that the time variation of the curve is bounded.

Assume that the controller in (13) is used. Also, lets

choose V = −
√

α2
1 + α2

2 and g(V ) = −V/
√

V 2 + 1. Now,

we will bound ‖M∗(α)T ‖inf from below.

It is clear that ∇α1 is orthogonal to ∇α2 and ‖∇α1‖ =
‖∇α2‖ = 1. Therefore M∗(α)M∗(α)T is the 2 × 2 identity

matrix and clearly ‖M∗(α)T ‖inf = 1. This implies that the

highest vgrad possible is vgrad = 1.

By Theorem 1 we know that once in the set

E(t) =

{

q | vr

−V√
V 2 + 1

≥ vc

}

, (28)

the system approaches the desired curve. It should be clear

that vc/vr = vrel must be less than 1 to E(t) not be empty.

Therefore,

E(t) =

{

q | − V ≥ vrel
√

1 − v2
rel

}

. (29)

Let Ω = vrel/
√

1 − v2
rel. Thus, the set E(t) is the set of

points q such that, at time t,
[

√

(x − xc)2 + (y − yc)2 − R
]2

+ (z − zc)
2 ≥ Ω2. (30)

This set is precisely the complement on R
3 of the interior

of a torus surrounding the desired curve, with radius Ω. This

radius provides then the upper bound on the error when

we use the controller without the correction term. As vrel

decreases (the robot becomes “faster”), the error Ω also

decreases.

To illustrate the previous discussion, we simulated the

system with R(t) = 2+sin(t) and qc = [0 0 t]T . Therefore,

0 200 400 600 800 1000
0

0.5

1

1.5

2

2.5

t

−
V

(t
)

Fig. 3. Plot of −V versus t. Since the correction term is not used, there is
an error. The maximum theoretical error is shown in the picture as a dashed
line, and it is practically the same of the simulated one.

(a) (b)

Fig. 4. Pictures of the robots: iRobot’s Create (Fig. 4(a)) and quadrotor
robot (Fig. 4(b)).

vc =
√

2 (since v1 = 0, v2 = 1 and v3 = 1) bounds the time

variation. The initial condition is x = y = 3, z = 0. We

set the robot speed to vr = 4. According to our theory the

maximum error on V must be Ω = 0.378. Figure 3 plots −V
versus t and also (dashed) the theoretical bound. One can see

that the simulated maximum error is practically equal to the

theoretical value.

III. EXPERIMENTAL RESULTS

To verify the proposed theory to control actual mo-

bile robots, we have implemented the methodology in two

different indoor platforms. The first one is composed by

an iRobot’s Create differential driven robot [15] (see Fig-

ure 4(a)) equipped with a Linux laptop and localized by an

external visual system that is based on the ArtoolKitPlus

Tracking Library. The second platform is constituted by

an AscTec Hummingbird quadrotor [16] (see Figure 4(b))

from Ascending Technologies GmbH with an onboard Gum-

stix [17] computer localized by a Vicon tracking system [18].

Both platforms are programmed and simulated in C++ using

the Player/Gazebo [19] environment. Movies are available

at: http://coro.cpdee.ufmg.br/movies.

To control the Create robot to follow the vector field in

Equation (6), we rely on the onboard velocity control system

and used a kinematic, static feedback linearization controller

that, basically, translates the field components to the robot’s

linear and angular velocities v and ω as:
[

v
ω

]

=

[

cos θ sin θ
− sin θ

d
cos θ

d

]

u , (31)

where θ is the robot orientation and d > 0 defines a control

point located at small distance from the robot center of mass.

In this paper d = 0.1m.
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Fig. 5. Robot path (solid line) and desired static curve (dotted line).
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Fig. 6. Robot path when it is following a time-varying vector field
determined by a moving circle.

Figure 5 shows the robot path as seen by the visual system

when it is following a vector field determined by static

functions of the form:

α1(x, y, z) = ax4 − bx2y2 + cy4 − 1

α2(x, y, z) = z ,

where a, b, and c were chosen to fit the lab workspace. Not

only for this experiment, but for all the experiments presented

in this section, the negative definite function V was defined

to be:

V = −
√

α2
1 + α2

2 .

Notice in Figure 5 that some small localization noise do

not prevent the robot to circulate the desired curve shown as

dotted line. The difference between the robot path and the

target curve can be explained by the distance d used in the

feedback linearization controller.

In a second experiment with the Create robot it is possible

to see that the vector field in Equation (6) can be used to track

a time-varying curve. The time-varying curve in this case

is a circle with constant radius and center moving in the x
direction with 0.01m/s. The circle is obtained by intersecting

a moving cylinder with the z = 0 plane. Notice that this

curve may be tracked by the robot since its maximum speed

is 0.5m/s. Figure 6 shows the robot path for this experiment

while Figure 7 shows the behavior of −V in function of

time. Notice that −V decreases very fast and, except for

localization and actuation errors, remains very close to zero.

A second set of experiments was performed with a quadro-

tor robot. The quadrotor robot has a holonomic behaviour

but, in order to follow the vector field in Equation (6),

a dynamic controller is necessary to transform from the

velocity components of the field to the control inputs required
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Fig. 7. Function −V for the path in Figure 6.
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Fig. 8. Quadrotor path when it is following an ellipse parallel to the
ground.

by the hardware platform. A complete description of this

controller was previously published in [20]. Figure 8 shows

an experiment where the quadrotor converges to a static

ellipse parallel to the ground. This curve was obtained by

the intersection of cylinder with an elliptic base with the

plane z = 2m.

Another static vector field was computed to make the

quadrotor robot circulate a saddle like curve. The robot path

and the desired curve are shown in Figure 9. The functions

for this experiment were defined as:

α1(x, y, z) =

(

x − xc

rx

)2

+

(

y − yc

ry

)2

− 1

α2(x, y, z) = z − zmin − (zmax − zmin)

(

x − xc

rx

)2

,

where xc = 0.0m and yc = 0.0m define the center of the

curve in xy plane, rx = 1.75m and ry = 1.25m define the

principal axes of the curve in the same plane and zmin = 1m

and zmax = 3m limit the curve’s z coordinate.

In our final experiment the quadrotor was controlled to

track a time-varying curve represented by the intersection of

a cylinder and a plane parallel to the ground with varying

height. This plane was determined by a level set of the

function z− ((zmax − zmin)(1+ cos(ωt))/2+ zmin), where

zmin and zmax are defined as before, t is time, and ω = 0.1
determines the height variation frequency. The robot path is

shown in Figure 10. Figure 11 shows the behavior of −V
in function of time. Notice that once the robot converge to

the curve, −V remains very close to zero indicating that the

robot is circulating the time-varying curve.
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Fig. 9. Saddle like curve circulated by the quadrotor. The solid line
represents the robot path and the dotted line the desired curve.
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Fig. 10. Quadrotor path for a curve represented by a circle with a time
varying center along the z axis.

IV. CONCLUSIONS AND FUTURE WORK

This paper presents experimental results that validates

the vector field proposed in [13] to control a ground and

an aerial mobile robot to converge to and circulate along

static and time-varying curves in two- and three-dimensional

workspaces. By the authors knowledge, this is the first im-

plementation of time-varying three-dimensional vector fields

that controls actual aerial robots in such class of task. The

proposed vector field is composed by a gradient term that

is responsible to guide the robot to the curve, a curl term

that makes the robot circulate along the curve, and feed-

forward term that compensates the time-varying nature of the

curve. In this paper we present a deep theoretical analysis

of this field regarding the importance of the feed-forward

term. Moreover, our theory gives bounds to the circulation

and convergence errors when this term is not used and the

variation of the curve and the robot speed are limited.
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[12] V. Gazi and K. M. Passino, “Stability analysis of social foraging
swarms,” IEEE Transaction on Systems, Man, and Cybernetics—Part

B: Cybernetics, vol. 34, no. 1, pp. 539–557, 2004.
[13] V. G. Mariano, L. C. A. Pimenta, G. A. S. Pereira, and C. A.

Maia, “Artificial vector fields for robot convergence and circulation
of time-varying curves in n-dimensional spaces,” in Proceedings of

the American Control Conference, 2009, pp. 2012–2017.
[14] S. Waydo and R. M. Murray, “Vehicle motion planning using stream

functions,” in Proceedings of the IEEE International Conference on

Robotics Automation, 2003, pp. 2484–2491.
[15] “irobot,” http://store.irobot.com/, 2009.
[16] “Ascending Technologies, GmbH,” http://www.asctec.de, 2009.
[17] “Gumstix,” http://www.gumstix.com/, 2009.
[18] “Vicon Motion Systems, Inc,” http://www.vicon.com, 2009.
[19] B. Gerkey, R. T. Vaughan, and A. Howard, “The player/stage project:

Tools for multi-robot and distributed sensor systems,” in Proc. of the

11th Int’l. Conf. on Advanced Robotics, 2003, pp. 317–323.
[20] N. Michael, J. Fink, and V. Kumar, “Cooperative manipulation and

transportation with aerial robots,” in Proceedings of Robotics: Science

and Systems, Seattle, USA, June 2009.

1141


